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Abstract 
 

This paper examines the characteristics of short-term fluctuations/volatility of the South 
African exchange rate and investigates whether this volatility has affected the South Africa’s 
exports flows. In particular the paper investigates the impact of exchange rate volatility on 
aggregate South African exports flows to the rest of the world, as well as on South African 
goods, services and gold exports. The ARDL bounds testing procedures developed by 
Pesaran et al. (2001) were employed on quarterly data for the period 1984 to 2004. The 
results suggest that, depending on the measure of volatility used, either there exist no 
statistically significant relationship between South African exports flows and exchange rate 
volatility or when a significant relationship exists, it is positive. No evidence of a long run gold 
and services exports demand relations were found. These results are however not robust as 
they show great amount of sensitivity to different definitions of variables used.  
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1 Introduction 

Exchange rates across the world have fluctuated widely particularly after the collapse 

of the Bretton Woods system of fixed exchange rates. Since then, there has been 

extensive debate about the impact of exchange rate volatility on international trade. 

The most commonly held belief is that greater exchange rate volatility generates 

uncertainty thereby increasing the level of riskiness of trading activity and this will 

eventually depress trade2. A vast majority of economic literature, however, contains 

highly ambiguous and inconsistent theoretical and empirical results on this issue.  

 

At a theoretical level, there are models that demonstrate that increased risk 

associated with volatility is likely to induce risk averse agents to direct their resources 

to less risky economic activities. Cote (1994) cited Hooper and Kohlhagen (1978), 

Clark (1973) amongst others as theoretical studies that concluded that volatility 

depresses trade. On the contrary, other theoretical models show that higher risk 

present greater opportunity for profits and, thus exchange rate volatility, to the extent 

that it increases risk, should increase trade. The ambiguity of theoretical predictions 

has made the debate to become a fundamentally empirical one. Unfortunately, much 

of the results from empirical literature are also fraught with the same ambiguity and 

inconsistencies3.  

 

South Africa has not escape the debate, having witnessed consistent depreciation of 

her exchange rate to the lowest levels in December 2001 and a sharp appreciation 

thereafter. The debate in South Africa however is not just about the volatility of the 

exchange rate, but also its level. Conspicuous in South Africa’s debate, however, is 

the fact that it is taking place in a research vacuum in which there is no convincing 

empirical evidence to substantiate either claim.  It is for this reason that the debate in 

South Africa has been characterized by conflicting views about the true link between 

exports and exchange rate level and/or volatility. This paper seeks to provide some 

                                                 
2 It is interesting to note that this belief has helped motivate monetary unification in Europe and is strongly related 
to currency market intervention by central banks (Bayoumi and Eichengreen 1998). 
3 There are studies that found evidence that exchange rate uncertainty may induce marginal producers and 
traders to shift from trade to non-traded goods, thereby dampening trade volumes. See for example Chowdhury 
(1993). To the contrary, other studies produce evidence that seemingly supports that exchange rate volatility may 
stimulate trade. See for example, Giovannini (1988). 
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evidence on the relationship between exports and exchange rate volatility.  It is 

organised as follows. Section 2 reviews the literature on exports and exchange rate 

volatility. The outline of empirical models used in this paper is discussed in section 3. 

Section 4 discusses the econometrics model employed, followed by a brief section 

on data description in section 5. Section 6 presents estimation and the results, whilst 

section 7 concludes. 

 

2 Review of the literature  

There exists an abundance of studies on this topic that have been undertaken 

internationally, both at theoretical and empirical levels. Two most popular and related 

approaches have been used in the analysis of trade and exchange rate volatility. One 

approach is to estimate a simple export demand equation generally with real exports 

as a dependent variable and exchange rate volatility together with relative prices and 

a measure of economic activity variable as regressors. The other approach is to use 

the so-called gravity equation models, which explain bilateral trade flows between 

countries as depending positively on the product of their GDPs and negatively on 

their geographical distance from each other4.  This section reviews some of the 

empirical literature and their findings. This review will be brief and readers are 

referred to, for example, Cote (1994), McKenzie (1999), and Clark et al. (2004) for a 

more detailed and comprehensive surveys.  

 

De Vita and Abbott (2004) used the ARDL econometrics technique to analyse the 

impact of exchange rate volatility on UK exports to the European Union (EU). The 

study estimated an export demand equation using disaggregated monthly data for 

the period 1993 to 2001 and concluded that UK export to the EU are largely 

unaffected by exchange rate volatility. Morgenroth (2000) obtain similar results while 

examining the case of Irish exports to Britain. Estimated error correction models by 

Doyle (2001), also for Irish export to Britain, reveal that both real and nominal 

volatility are significant determinants of changes in total exports and in a number of 
                                                 
4 Countries with larger economies tend to trade more in absolute terms, while distance can be viewed as a proxy 
for transportation costs, which act as an impediment to trade. In many applications, a host of dummy variables are 
added to account for shared characteristics, which would increase the likelihood of trade between two countries, 
such as common borders, common language, and a membership in a free trade association. To this basic 
equation researchers add some measure of exchange rate variability to see if this proxy for exchange rate risk 
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sectors. Both positive and negative short-run elasticities for exchange rate volatility 

were estimated, although positive elasticities predominate5.  Wang and Barrett (2002) 

analysed the effect of exchange rate volatility on international trade flows by studying 

the case of Taiwan’s exports to the United States from 1989-1999. They found that 

real exchange rate risk has insignificant effects in most sectors, although agricultural 

trade volumes appear highly responsive to real exchange rate volatility. 

 

Dell’ Ariccia (1999) used the gravity model and provides a systematic analysis of 

exchange rate volatility on the bilateral trade of the 15 EU members and Switzerland 

over a period of 20 years from 1975 to 1994.  In the basic regressions, exchange rate 

volatility has a small but significantly negative impact on trade.  Other papers that 

have employed the gravity equation model include Bayoumi and Eichengreen (1998), 

and Tenreyro (2004). 

 

The conclusion drawn from empirical literature is that earlier studies tended to find 

insignificant relationship between export and exchange rate volatility.  Cases where 

significant relations were found, it was both negative and positive. Recent literature 

that has began to use error correction techniques together with more disaggregated 

data are beginning to find statistically significant relations between trade and 

exchange rate volatility.  

 

3 The empirical export demand equation 

We follow Arize et al. (2000) and de Vita and Abbott (2004), amongst others, and 

specify a demand equation of the following form:  

 

 0 1 2 3EXP RELP INC VOLt t t t tβ β β β ξ= + + + +  (0.1) 

 

                                                                                                                                                      
has a separate, identifiable effect on trade flows after all other major factors have been taken into account. (Clark 
et al.,  2004). 
5 Note that although both Doyle (2001) and Morgenroth (2000) analysed Irish export to Britain, they differ in the 
sample periods and level of disaggregation. The fact that they arrive at different conclusion reinforces the 
sensitivity of these studies to both the level of aggregation as well as the sample period.  
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where tEXP  is real exports; tRELP  is relative prices; tINC  is income in our trading 

partners and is an indicator of potential demand for our exports. tVOL  is the 

exchange rate volatility and measures uncertainty associated with fluctuations in the 

exchange rate. 0β  and tξ  are a constant and a normally distributed error term, 

respectively.  Equation (0.1) says that our exports depend on the relative prices, 

income in our trading partners and uncertainty/risk associated with exchange rate 

fluctuations. Theoretical priors dictate that we should expect6 1 0β >  and 02 >β  and 

as discussed in the introduction, the sign of 3β  is theoretically ambiguous. 

 

There are different econometrics techniques that can be used to estimate equation 

(0.1). If all the variables are stationary (i.e. they are I(0)), then equation (0.1) can 

simply be estimated by ordinary least squares (OLS). If all or some variables are I(1) 

and not cointegrated, some data transformations may be necessary before 

estimating equation (0.1) by OLS. If there exist some cointegration among the 

variables in equation (0.1), then there are a number of approaches of different 

complexities to estimate the model. Some main approaches are the Engel (1987) 

two-step procedure and the Johansen (1991, 1995) maximum likelihood reduced 

rank procedure. Both these procedures work well when all variable are I(1). This 

paper follows de Vita and Abbott (2004), and employs the autoregressive distributed 

lag (ARDL) bounds testing approach to cointegration proposed by Pesaran et al. 

(2001). This methodology allows testing for the existence of cointegration irrespective 

of whether the underlying regressors are I(0), I(1) or mutually cointegrated. Below is 

an exposition of the ARDL approach7. 

 

4 ARDL bounds testing approach 

This procedure, developed by Pesaran et al. (2001), tests the existence of a level 

relationship between a dependent variable and a set of regressors when the order of 

integration of the regressors is not known with certainty. The procedure is based on 

                                                 
6 As will be seen in section 5, the exchange rate is defined as rands per one dollar and thus an 
increase is a depreciation. Hence, it is expected that depreciation make South African exports cheaper 
and thus should increase exports. 
 
7 This exposition is rather brief and readers not familiar with the technique are referred to the original 
article, i.e. Pesaran et al. (2001). 
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the Wald or F-statistic in a generalized Dickey Fuller type regression used to test the 

significance of the lagged levels of relevant variables in a conditional unrestricted 

equilibrium correction model (ECM). Inferences are made by making use of two sets 

of asymptotic critical values corresponding to two extreme cases one assuming 

purely I(0) and the other assuming purely I(1), without the need to know the 

regressors’ underlying order of integration. Consider the following vector 

autoregressive (VAR) model of order ρ : 

 

 ( )( )t tL z tµ λ εΦ − − =  (0.2) 

 

where ,...,2,1=t  and L  is the lag operator, µ and λ are unknown vectors of intercept 

and trend coefficient, respectively.  ε is N(0, Ω) with the variance matrix Ω positive 

definite.  Given certain assumptions as detailed in Pesaran, et al. (2001), relating to 

the exclusion of the possibility of seasonal and explosive roots, the following error 

correction form of (0.2) can be derived: 

 

 
1

0 1 1
1

p

t t i t i t
i

Z t Z Zα α ζ
−

− −
=

∆ = + +Π + Γ ∆ +∑  (0.3) 

 

where ...3,2,1=t ,. L−=∆ 1  is the difference operator; 0α  and 1α  are unknown 

vectors of intercept and trend coefficients respectively. tζ  is a normally distributed8 

error term with mean zero and some positive definite variance matrix, Ω . The long 

run multiplier and short-run response matrices are denoted by Π  and iΓ , 

1, , 1i ρ= −L , respectively9.  

 

Now partition tZ  as '' ),( ttt xyZ = . Pesaran et al. (2001) procedure is about the 

conditional modelling of the scalar variable ty  given the k -vector tx  and the initial 

and past values of tZ . With further appropriate partitioning of tζ  and the long run 

multiplier matrix Π  conformably with tZ , and similar partitioning of 0α , 1α , and iΓ , 

together with some identifying assumptions, the conditional ECM of (0.3) becomes:  

                                                 
8 In commonly used symbols, we write ),0(~ ΩNtζ  
9 See Pesaran et al. (2001) for more technical details. 
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1

0 1 1 1 2 1
1

' '
p

t t t i t i t t
i

y t y x Z xδ δ ϑ µ
−

− − −
=

∆ = + +Π +Π + Ψ ∆ + ∆ +∑  (0.4) 

 

Equation (0.4) forms the basis for estimation of the model represented in equation 

(0.1). More specifically, denote the variables in (0.1) in vector form as 

],,,[ ttttt VOLINCRELPEXPZ = . Now let [ , , ]t t t tx INC RELP VOL ′=  which implies that 

[ , ]t t tZ EXP X ′ ′= . Thus using equation (0.4) we have: 

 

 
1

0 1 1 1 2 1
1

p

t t t i t i t t
i

EXP t EXP x Z xα α ϖ ς
−

− − −
=

′∆ = + +Π +Π + Ψ ∆ + ∆ +∑  (0.5) 

 

which is the equation estimated in this paper. Four variants of equation (0.5) 

corresponding to different levels of aggregation of tEXP  are estimated following a 

brief data description in the next section. 

 

5 Data description 

Most previous studies use data on trade flows aggregated across sectors and 

overseas markets and on exchange rates averaged over time. This necessarily 

imposes the strong, undesirable assumption that the impact of exchange rate 

volatility is uniform across sectors and destination markets. Klein (1990), Bini-Smaghi 

(1991) and McKenzie (1999) argue strongly for sectorally disaggregated estimation 

of the trade-risk relationship and demonstrate that disaggregating uncovers 

significant intersectoral variation in the effect of exchange rate volatility on trade 

flows. For example, some sectors, such as agriculture, may be far more sensitive to 

exchange rate risk than others are10 (Maskus 1986, Pick 1990). However, data 

limitations often times dictate the level of aggregation that researchers can use. This 
                                                 
10 A related aggregation issue concerns the frequency of the data used in estimation.  Due largely to data 
limitations, most studies employ lower frequency quarterly or annual data to examine the trade and risk 
relationship (McKenzie 1999). However, temporal aggregation necessarily dampens exchange rate variability, 
which may make identifying any true trade-risk relationship more difficult (Wang and Barrett, 2002). Moreover, 
where different sectors have different conventions for contracting and delivery or payment lags, intersectoral and 
intertemporal aggregation together could necessarily mute real trade-risk effects. For example, casual 
observation suggests that trade in services, electronics and transportation involve relatively short contracting lags 
as compared to trade in agricultural commodities, metals and intermediate inputs commonly sold on long-term 
contracts. 
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study uses seasonally adjusted quarterly data for the period 1980 until 2004.  The 

data are constructed as follows: 

5.1 Real exports ( tEXP ) 

Real exports are constructed as nominal exports deflated by the consumer price 

index (CPI) as follows: 

 

 ln t
t

t

EXNEXP
CPI

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 (0.6) 

 

where tEXP  is, as before, real exports, tEXN  is nominal exports, and tCPI  is the 

consumer price index. 

 

5.2 Foreign income ( tINC ) 

Industrial production is used as a proxy for foreign income. While GDP, disposable 

income or any other national income measure for South African trading partners can 

be used as a measure of income, in general the tradition in the literature is to use 

industrial production as a proxy for income, a tradition which is maintain in this paper. 

Due to the difficulty in determining the true income for all South Africa’s trading 

partners, two measures of industrial production are used. The first measure is 

industrial production for the G7 countries and is denoted oecdINC  and is sourced from 

the OECD. The second measure, which is denoted ifsINC  is industrial production for 

industrial countries and is sourced from the IMF’s International Financial Statistics. 

These measures are chosen on the assumption that most of our exports are with the 

industrial and/or the G7 countries. Industrial production ( oecdINC ) and real exports, 

both in log scale, are depicted in figure 1. 
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Figure 1 Exports and G7 countries’ industrial production 
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5.3 Relative prices ( tRELP ) 

Bilateral trade between two countries depends upon, among other things, exchange 

rates and the relative price level of the two partners. Hence, the following definition of 

real exchange rates in SA captures both the effects related to the price of currencies, 

and of goods and services11. 

 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×=

SA

F
tt CPI

CPI
ERRELP ln  (0.7) 

 

                                                 

11 Alternatively, other authors define this as ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×=

SA

F
tt PX

PX
ERRELP ln with fPX and SAPX  representing foreign 

and South African export prices respectively. 
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where FCPI  is inflation in a foreign country and SACPI  is South Africa’s inflation and 

tER  is the rand/dollar exchange rate. These are depicted in Figure 2.  

 

Figure 2 Relative prices 
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5.4 Exchange rate volatility 

As already explained, exchange rate volatility is a measure that intends to capture 

the uncertainty faced by exporters due to unpredictable fluctuations in the exchange 

rates. Clearly, this is an unobservable variable and thus its measure is a matter of 

serious contention. Consequently the literature is not unanimous as to which 

measure is most appropriate. Recent literature, however, seems to be increasingly 

adopting the use of Bollerslev’s (1986) generalized autoregressive conditional 

heteroscedasticity (GARCH) models, and the moving average standard deviations12, 

and to a very less extent simple standard deviations. This paper follows recent 

literature and uses both the moving average standard deviation and the measures 

derived from the GARCH (1,1) model as measures of exchange rate volatility. 

 

 

 
                                                 
12 Other measures include the standard deviation of the first difference of the logarithm of the monthly 
bilateral nominal and real exchange rate, the sum of the squares of the forward errors, and the 
percentage difference between the maximum and the minimum of the nominal spot rate. See Dell’ 
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5.4.1 Moving Sample Standard Deviation 

The moving sample standard deviation of the growth rate of both nominal and real 

exchange rate is one of the measures of exchange rate volatility that is employed in 

this study. The measure has been used by a number of authors such as de Vita and 

Abbot (2004), Das (2003), Chowdhury (1993) and Arize (2000).  It is defined as 

follows: 

 

2
1

1

2
21 )()1( ⎥

⎦

⎤
⎢
⎣

⎡
−= ∑

=
−+−++

m

i
ititmt ERER

m
VOL  

  

where m  is the order of moving average and other variables are defined as before. 

tVOL  was estimated for m  = 4, 6, and 8. We simplify the notation and denote 4+tVOL , 

6+tVOL and 4+tVOL  by VOL4, VOL6 and VOL8 respectively. Each measure is 

computed for both the nominal effective, real effective exchange rate and the 

rand/dollar exchange rates. Figure 3 depicts measures computed from the real 

effective exchange rate13. 

 

Figure 3 Moving Average Standard Deviation 
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Arccia (1998) for details. See also Cheong (2002) and Kikuchi (2004) for references to other methods 
as well as some critical assessment of those methods. 
13 This graph plots data up to the end of 2003 to minimise the end point problem associated with the 
moving average definition used here. 
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5.4.2 ARCH and GARCH Models 

The second measure of exchange rate volatility is the conditional variance of the first 

difference of the log of exchange rate. We use both the autoregressive conditional 

heteroscedasticity (ARCH) proposed by Engel (1982) and the generalized conditional 

heteroscedasticity (GARCH), proposed by Bollerslev (1986), which is the 

generalization of ARCH model. Suppose that the exchange rate is generated by the 

following autoregressive process: 

 

 0
1

p

t i t i t
i

ER ERα µ−
=

∆ = + ∂ ∆ +∑  (0.8) 

 

where 0α  is a constant, 'i s∂ are coefficients and ),0(~| 2
1 σµ Ntt −Ω . That is, the error 

term tµ  is normally distributed with mean zero and variance 2σ . The set of available 

information at time 1−t .is denoted by 1−Ω t . Engel (1982) allowed for the variance to 

vary over time and the idea behind the ARCH model is to characterize how this 

variance changes over time. The ARCH model assumes that the variance can be 

captured by the following autoregressive process: 

 

 2 2
0 1

p
t i t ii

σ λ φ µ= + ∑ −=
 (0.9) 

 

where 2
tσ  is the conditional variance of the exchange rate, 2

t iµ −  represents the 

squared residuals derived from equation (0.8) and 'i sφ  are parameters to be 

estimated. To ensure that the predicted variance is always positive, the restriction 

that ' 0i sφ ≥ is necessary. It is important to note here that in equation (0.8) the current 

levels of volatility is influenced by the previous levels of volatility and thus high or low 

periods of volatility will tend to persist. Bollerslev (1986) introduced the GARCH (p, q) 

process14, which is just an extension of the ARCH in which 2
tσ  becomes a function 

                                                 
14 In the GARCH (p, q) model, (p, q) in parentheses is a standard notation in which the first letter 
refers to the number of autoregressive lags, or ARCH terms that should appear in the equation, while 
the second letter refers to how many moving average lags are specified, which is often called the 
number of GARCH terms. Sometimes models with more than one lag are needed to find good 
variance forecasts (Engle, 1982). 
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not only of 2
t iµ −  but also of the lagged values of itself. The conditional variance in this 

case is estimated by: 

 

 2 2 2
0

1 1

p q

t i t i i t i
i i

σ λ φ µ δ σ− −
= =

= + +∑ ∑  (0.10) 

 
All coefficients in equation (0.10) need to be positive to make sure that we have a 

positive variance. The most common form of equation (0.10) is the GARCH (1, 1), 

which can be represented as follows: 

 
 2 2 2

0 1 1 1 1t t tσ λ φ µ δ σ− −= + +  (0.11) 

 
which will form the basis of estimation in this paper. Two measures of exchange rate 

volatility are generated, one based on nominal effective exchange rate and the other 

on real effective exchange rate. Figure 4 presents the estimated measures of 

exchange rate volatility15 from a GARCH (1,1) model. Although GARCH measures 

based on different exchange rates have been computed only those based of the real 

effective (VOLEER) and the rand/dollar (VOLER) exchange rates are shown in 

Figure 4. 

 

Figure 4 GARCH Estimated Volatility Measures 
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15 The estimated GARCH equations are not shown here. Measures from an ARCH (q) were also computed but do 
not yield any significantly different result 
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6 Estimation and Results 

6.1 Estimation 

Since the ARDL methodology does not require pre-testing16 for the integration 

properties of the individual series used in the empirical analysis, we proceed by 

applying the ARDL bounds testing procedure to equation (0.5). First, we make the 

usual assumption that the time series properties of the variables in the export 

equation (0.1) can be represented by a log linear VAR ( ρ ) model as in equation 

(0.2). This is augmented with a constant and a time trend17. Four main versions of 

equation (0.5) are estimated. First, the aggregate model is estimated, i.e. a model 

with aggregate/total exports as a dependent variable. Then we estimate 

disaggregated models in which services, gold and goods exports are, respectively, 

dependent variables.  

 

The starting point for these types of models is to determine the lag length. This is 

done by estimating the conditional model (0.5) with and without the deterministic 

trend and the appropriate lag is selected on the bases of a careful analysis of the 

Akaike Information Criteria (AIC), the Schwarz’s Bayesian Information Criteria (SBC) 

and the Lagrangean Multiplier18 (LM) test.  With the appropriate lag selected, the next 

step is to test the existence of a long run relationship between the variables in 

different versions of the export demand equation. This is tested by conducting an F- 

test on the significance of lagged levels of variables in the error correction form (0.5). 

That is, we test the null hypothesis that all coefficients on lagged levels of variables 

are all equal to zero against the null that each one is not equal to zero.  

 

 The asymptotic distribution of the F-statistic is non standard irrespective of whether 

the regressors are I(0), I(1) or a mixture of both. The calculated F-statistic is 

compared with the critical value tabulated by Pesaran et al. (2001). If the calculated 

F-statistic falls above the upper bound, then we can make a conclusive decision that 

                                                 
16 Some authors do pre test the variables to make sure that they are not I(2). We do not this here. 
17 It is clear from Figure 1 that both exports and industrial production shows rising trends, suggesting that initially 
a linear trend should be included in the real exports equation. 
18 The Lagrange Multiplier (LM) statistics is for testing the hypothesis of no serial correlation of order (4).   
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there exists a long run relationship, without needing to know whether the underlying 

variables are I(0), I(1) or fractionally integrated. If the calculated F-statistic falls below 

the lower bound, we cannot reject the null hypothesis of no cointegration. If the 

calculated F-statistic falls between the critical value bounds, the result is 

inconclusive. In this case, we may require prior knowledge of the order of integration 

of the underlying variables. That is, we may have to resort to the standard unit roots 

techniques. 

 

Once the existence of a long run relationship is established, the long run coefficients 

are then estimated using the ARDL, after which an error correction form is estimated.  

6.2 Results 

Table 1 shows the AIC, SBC and the LM statistics for the aggregate exports 

equation. Lag order selection statistics for the disaggregated models are not shown, 

but suffice to say that they are very similar to those depicted in Table 1. The results 

are rather mixed, with different criterion giving rise to a different lag length as shown 

by bold numbers in the AIC and SBC19.  

Table 1 Statistics for selecting the lag order of the total export equation 

 Without Deterministic Trends  With Deterministic Trends 

p AIC SBC LM (4)  AIC SBC LM (4) 

1 128.55 113.10 16.15**  130.36 113.62 11.91** 

2 130.71 110.11 6.74  131.27 109.38 3.35 

3 133.53 107.89 4.28  132.87 105.94 3.33 

4 130.30 99.65 3.32  129.30 97.37 4.36 

5 127.66 92.05  7.70***  126.75 89.87 8.68*** 

6 125.42 84.90 6.07  124.43 82.64 6.10 

7 126.21 80.82 2.32  125.98 79.33 1.81 

Note:  ** and *** represent 5% and 10% significance levels. 

 

For the total exports model shown in Table 1, the lag order selected by the AIC is 

3=ρ  irrespective of whether we include a deterministic trend or not, and it was larger 

than the lag selected by the SBC. The SBC gives estimates of 2=ρ  if a deterministic 

                                                 
19 Given the inconsistency with which different criteria chose the lag length, models with different lag length were 
also estimated and the model with three lags provides the best estimates. 
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trend is included and 1=ρ  without the deterministic trend. The LM (4) statistics 

seems to suggest using a relatively high lag order, 5 or more. On the bases of the 

AIC, we prefer the model with 3=ρ .  

 

With appropriate lags imposed for each model the results for the critical value bounds 

obtained in Pesaran et al. (2001) are shown in Table 2. The results are somewhat 

dependent on which measures of income and volatility are used. Models with oecdINC  

produced relatively better diagnostics than those with ifsINC  and thus Table 2 only 

reports bounds tests for models with oecdINC , tRELP  and various measures of 

volatility. Since all models contain three regressors, the 90% critical bounds from 

Table CI (Case IV) in Pesaran et al. (2001) are (2,97 ; 3,74). We find that the null 

hypothesis of no level long run relationship between the variables in the 

total/aggregate export equation (i.e. the model with aggregate exports as a 

dependent variable) is rejected in favour of the existence of a long run relationship 

except when VOL8 is used.  

Table 2 Bounds tests for South African exports20 

 F-stats Critical 
Values – 10% 

Optimal volatility 
measure 

Total exports    
 3,75 2.97 - 3,74 VOLEER (GARCH) 

 4,02 2.97 - 3,74 VOL4 
 3,80 2.97 - 3,74 VOL6 
 3,56 2.97 - 3,74 VOL8 
Goods exports    
 4,11 2.97 - 3,74 VOLEER (GARCH) 
 3,94 2.97 - 3,74 VOL4 
 3,71 2.97 - 3,74 VOL6 
 3,24 2.97 - 3,74 VOL8 
Services exports    

 1,74 2.97 - 3,74 VOLEER (GARCH) 
 1,34 2.97 - 3,74 VOL4 
 1,37 2.97 - 3,74 VOL6 
 1,16 2.97 - 3,74 VOL8 
Gold exports    
 1,93 2.97 - 3,74 VOLEER (GARCH) 
 2,98 2.97 - 3,74 VOL4 
 3,19 2.97 - 3,74 VOL6 
 2,85 2.97 - 3,74 VOL8 

 

                                                 
20 As pointed out in Pesaran, et al. (2001) Table CI (case IV) which sets the trend coefficient to zero under the 
null hypothesis of no level relationship is more appropriate in this case. 
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For the model with goods exports as a dependent variable, we also reject the null 

hypothesis of no long run relationship when VOLEER and VOL4 measures of 

volatility are used. The services and gold exports models, however, produced test 

statistic that falls either below or within the critical bounds regardless the measure of 

volatility used. Therefore, for the services and gold exports equations, we conclude 

that the null hypothesis of no level long run relationship between the variables cannot 

be rejected, i.e. there exist no long run level relationship between variables in the 

services and gold equations.  For the goods and aggregate exports equations 

however, the null hypothesis of no level long run relationship is rejected and hence 

we find a strong evidence of a stationery long run cointegrating aggregate and goods 

exports demand functions for some measures of volatility as mentioned above. We 

estimate these using the ARDL approach.  

 

6.2.1 Long run analysis 
 

Table 3 shows estimates of the long run coefficients of both the aggregate/total 

exports and goods exports equations.  

Table 3 Long run estimates for South African exports 

Models 
(ARDL lag specification) 

Constant 
oecdINC  RELP VOLEER VOL4 VOL6 

Total exports       

Agex1        (ARDL 3,3,0,0) 8,66 
(3,48) 

0,77 
(1,23) 

-0,18 
(-1,20) 

7,98 
(1,12) 

  

Agex2       (ARDL 3,0,3,1) 10,05 
(4,95) 

0,39 
(0,77) 

-0,09 
(-1,03) 

 0,03 
(1,25) 

 

Agex3       (ARDL 3,0,3,3) 10,03 
(4,94) 

0,39 
(0,78) 

-0,10 
(-1,19) 

  0,04 
(1,84)** 

Goods exports       

Gex1        (ARDL 2,3,0,0) 4,37 
(1,79) 

1,67 
(2,74)* 

-0,23 
(-1,78)** 

11,10 
(1,64)** 

  

Gex2        (ARDL 2,0,3,1) 5,80 
(2,52) 

1,28 
(2,25)* 

-0,12 
(-1,19) 

 0,02 
(0,98) 

 

Note: *, ** and *** denotes 5%, 10%, and 1% significance levels, respectively. Figures in 
parentheses are T-ratios. 

 

From the aggregate/total exports models, denoted by Agex1 through Agex3 in Table 

3, three observations are clear. First, all income coefficients, as expected have 

positive signs implying that increases in incomes of South Africa’s trading partners 

generates an increase in South Africa’s exports. However, these coefficients are 
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statistically insignificant. Second, the coefficients on relative prices all have the wrong 

negative signs and are all statistically insignificant at conventional level of 

significance. Third, the coefficients on volatility are consistently positive, with VOL6 

being the only volatility measure that is significant at 10 per cent significance level.  

We conclude therefore that when exchange rate volatility is measured as a moving 

average standard deviation of order 6, we find some evidence that exchange rate 

volatility does positively affect aggregate trade. However, when other measures of 

volatility are used, the relationship between volatility and aggregate trade is still 

positive but not statistically significant. 

 

For the goods exports model, denoted Gex1 and Gex2 in Table 3, the coefficient on 

oecdINC  is also positive and significant at conventional levels of significance. Relative 

prices continue to produce unexpected negative signs, and it is not immediately clear 

why this is so. As was the case with the aggregate exports equation, volatility 

consistently continue to produces a positive sign with only the GARCH measure 

being at 10 per cent significance level.  

 

Significant positive volatility effects could be a consequence of the open nature of the 

South African economy. It could be the case that exporters are aware that limited 

domestic market cannot absorb all excess supply that may arise if trading becomes 

more risky due to increased exchange rate volatility. To avoid any reduction in 

revenues arising from increased risk they therefore may export more. Insignificant 

relationship between volatility and exports, on the other hand, may be an indication of 

availability of hedging facilities in South Africa. 

 

6.2.2 Short run dynamics. 
 

The short run dynamics i.e. error correction regressions associated with models 

Agex3 and Gex1 of Table 3 are shown in Tables 4 and 5 respectively. These 

estimates provide additional evidence on the complicated and often inconsistent 

dynamics that exist between real exports and its main determinants. The coefficients 

on ECMt-1 in both models are statistically significant and negative as expected and 

support the validity of the equilibrium relationship between the variables in the long 

run equations. 
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Table 4. ECM of the ARDL (3,3,3,0) total export equation 
 

Regressors Coefficient  Std. Error T-Ratio 
Constant 4,53 1,40 3,23* 
Trend 0,00 0,00 2,53* 
∆EXPt-1 -0,41 0,11 -3,52* 
∆EXPt-2 -0,26 0,09 -2,73 
∆RELP 0,18 0,09 1,97* 
∆RELPt-2 0,12 0,08 1,34 
∆RELPt-3 0,18 0,08 2,07* 
∆VOL6 0,00 0,01 0,46 
∆VOL6t-1 -0,00 0,02 -0,42 
∆VOL6t-2 -0,08 0,02 -2,97* 
∆INC 0,17 0,23 0,76 
Ecm(-1) -0,45 0,11 -3,99* 
Note: *, ** and *** denotes 5%, 10%, and 1% significance levels, respectively 

 

Table 5 ECM of the ARDL(2,3,0,0) goods export equation 
 

Regressor Coefficient  Std. Error T-Ratio 
Constant 2,33 1,53 1,52*** 
Trend 0,00 0,00 1,46 
∆GOODSt-1 -0,25 0,09 -2,62* 
∆RELP 0,13 0,12 1,05 
∆RELPt-2 0,15 0,13 1,16 
∆RELPt-3 0,20 0,12 1,64*** 
∆VOLEER 5,92 3,33 1,77*** 
∆INC 0,89 0,31 2,82* 
Ecm(-1) -0,53 0,11 -4,66* 
Note: *, ** and *** denotes 5%, 10%, and 1% significance levels, respectively. 

 

The ECMt-1 coefficients are relatively large indicating a fast adjustment process and 

they show what proportion of the disequilibrium is corrected each quarter.  For 

example, for the aggregate exports equation, about 45 per cent of the disequilibria of 

the previous quarter’s shock adjust back to equilibrium in the current quarter. For the 

goods exports equation about 53 per cent adjust back to equilibrium in the current 

quarter.  

 

Despite some insignificant coefficients in the error correction models in Table 4, the 

diagnostic tests, shown in Table A1 in the Appendix, show that the models do pass 

some critical diagnostics tests. Both models pass the functional form test, implying 

that the linear relationship is appropriate for these models. Both models however fail 

the serial correlation and heteroscedasticity tests. pass the normality, 

heteroscedasticity and the functional form tests. However, evidence of serial 
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autocorrelation still remains in both models. Heteroscedasticity should be expected in 

these models since the time series in the models may be of different order of 

integration. Serial correlation on the other hand may be a problem even though 

ADRL is known to be robust with respect to the presence of some serial 

autocorrelation. The aggregate model passes the normality test whereas the goods 

model fails.  

7 Conclusion 

This study was an attempt at analysing the impact of exchange rate volatility on 

South Africa’s exports. An ARDL bounds testing procedures proposed by Pesaran, et 

al, (2001) were used. The results show the sensitivity of the models to the variable 

definitions used. We find that, depending on the measure of volatility used, exchange 

rate volatility either does not have a significant impact on South Africa’s exports flows 

or it has a positive impact does have a positive impact on aggregate and goods 

exports.  

 

These results, which are still considered preliminary, are plausible and are in line with 

other findings in the literature. They are, however, indicative of additional work to be 

done, given their lack of robustness with respect to the variables definition used. As a 

point of departure for further research measurements of the regressors, especially 

the income and exchange rate volatility need to be considered. Overall, the 

aggregate exports and goods equations presented in this paper do provide profound 

basis for further research. 
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Appendix 
Table A1 Diagnostic tests for the aggregate and goods exports equations. 
 
                               Diagnostic Tests: Aggregate exports equation 
******************************************************************************************* 
*    Test Statistics              LM Version                           F Version           
******************************************************************************************* 
* A: Serial Correlation     CHSQ ( 4) =   9.1626[.057]    F(4,  76)=   2.0520[.095] 
 
* B: Functional Form       CHSQ (1) =   .014293[.905]   F(1,  79)=  .012014[.913] 
* 
* C: Normality                 CHSQ (2)  =   1.7303[.421]    Not applicable       
 
* D: Heteroscedasticity  CHSQ (1)  =    3.3564[.067]    F(1,  92)=   3.4066[.068] 
****************************************************************************************** 
                               Diagnostic Tests: Goods exports equation. 
****************************************************************************************** 
*    Test Statistics            LM Version                      F Version           
***************************************************************************************** 
* A: Serial Correlation    CHSQ( 4)  =  15.4446 [.004]   F(4,  80)=   3.9322[.006] 
 
* B: Functional Form      CHSQ( 1)  =  1.5466   [.214]   F(1,  83)=   1.3885[.242] 
 
* C: Normality                 CHSQ( 2)  =  17.5721 [.000]  Not applicable        
 
* D: Heteroscedasticity   CHSQ( 1)  =  7.4151  [.006]    F(1,  92)=   7.8789[.006] 
******************************************************************************************* 
   A: Lagrange multiplier test of residual serial correlation 
   B: Ramsey's RESET test using the square of the fitted values 
   C: Based on a test of skewness and kurtosis of residuals 
   D: Based on the regression of squared residuals on squared fitted values 
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