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ABSTRACT

The paper examines the impact of financial deegpening on long run economic growth in South
Africa over the period 1954-92. Two models are developed using the Johansen VECM structure.
The first model investigates whether the financia system has a direct or indirect effect on per
capita output via the investmert rate. The second model attempts to investigate the possibility of
feedback effects between the financial and real sectors. We find that both dimensions of the
financia system - financia intermediation and securities — affect economic growth in both
models. Furthermore, both models reveal that the financia system has an indirect effect on GDP
via the investment rate. Feedback effects are also found to exist between the real and financia
sectors.  One interpretation of the evidence is that credit rationing is prevaent in South Africa
with firms extensively relying on interna finance to meet their financing requirements.



1. I ntroduction

The emergence of groups of countries experiencing similar growth paths and the increasing
divergence between the growth performances of different groups of countries has led to an
increased interest in the investigation of the impact of the financia sector on the economic
growth process in the international literature.

The literature discussing the association between the financial system' and economic growth
fals into two digtinct categories — financid liberaisation versus financia repression. Literature
in favour of financia liberaisation argues that the presence of money in an economy enhances
economic growth while literature in favour of financiad repression believes money to be an
obstacle. The source of this divison in the literature stems from the role attributed to money in
an economy. Money affects the savings behaviour of agents. The theory that agents hoard
savings in the form of money balances and thus reduce the level of savings available for
investment in physical capital stock is propagated by the financial repression literature. Literature
in favour of financid liberalization treats money as a productive factor of production. It argues
that money would therefore raise the equilibrium growth path of the economy since it represents a
productive resource.

Recent international theoretica and empirica findings place increasing reliance on the
financial system in explaining economic growth. They support the argument that a robust
financia sector, with minimum financia crises, is essentia for growth and poverty reduction. A
clear link between the financial sector and growth is evident from some of the empirical
evidence? International evidence finds this link to be both direct and indirect, via increases in the
investment rate and total factor productivity. Furthermore, evidence of a bi-directiona
relationship between the financiad and real sectors of the economy is found.® Evidence
establishing the importance of both of the two magor ingtitutional components of finance—
financial intermediaries and securities markets — has aso emerged. There is no empirica support
for policies that artificialy constrain one in favour of the other.

These findings suggest the need for the incorporation of dynamics into any model that
estimates the relationship between the financial and real sectors. In particular, the posshility of
the presence of direct, indirect and/or feedback effects suggests that neglect of the multiple-
equation framework implied by the indirect and feedback mechanism, would result in
misspecification. Cross sectiona growth studies face inherent congtraints in realising the full
systems estimation. It is therefore desirable to conduct the study of the association between
financia degpening and economic growth in a time series framework. Moreover, the appropriate
estimation technique is one which takes account of the presence of simultaneous relationships in
the system. The appropriate method of estimation is thus the Johansen full information maximum
likelihood (FIML) vector error correction model approach (VECM).* Such a modd would
contain multiple vectors capturing the direct and indirect effect of the financial sector on rea per
capita output while also capturing feedback effects (if present).

A further point of interest arises with respect to the developmenta trgjectory an economy
faces. While most prior studies have been conducted for developed countries (in the case of time
series studies), or a mix of developed and developing countries (in the case of cross sectiond
studies), none to our knowledge has addressed the midde-income countries specifically. Yet
middle-income countries represent a specia test case, capable of shedding light on the nature of
the trangition from less developed to developed economy status, and the role of the financia
system in that transition.

! This paper will also use the term money to imply the financial system.
2 See for example, Rousseau and Wachtel (1998).

3 See Jung (1986).

“ See Johansen and Juselius (1990).



The middle-income country chosen for this paper is South Africa.  South Africa has a unique
economic and financia structure. Although South Africa represents an emerging market, middle-
income developing country with an uneven digtribution of wedlth, her financial sector resembles
one of a high-income country.® This imbalance present between South Africa’s real and financial
sectors with respect to their level of development, places her in an unusua category.

Therefore, this paper provides a number of advances over the previous literature. Firgt,
estimation will use time series data to develop two models. The first model Model ) will
explore only the direct and indirect effects of the financial sector on the real economy while the
second modd (Model 11) will augment Modd | by considering the possibility of feedback effects
between the financia and real sectors. Second, the paper will employ the Johansen FIML VECM
approach on South African data, adlowing us to explore the possbility of multiple relationships
between the real and financial sectors.® To our knowledge a study exploring this possibility does
not exist at present. In this sense therefore, the present paper represents an advance on the debate
asit currently stands.

Usng South African data from 1954-1992, we analyse the role of the financia system in
propagating economic growth. We employ credit extension to the private sector as a proportion
of GDP and the ratio of the total value of shares traded to GDP, to measure the degree of financial
intermediation and stock market liquidity, respectively. Firstly, we employ the Pesaran, Shin and
Smith autoregressive distributed lag (PSS ARDL) approach to determine the direction of
association between the two sectors of the economy.” We then estimate Model | and Model 11.
Both modds confirm that financial deepening has a positive effect on per capita GDP. Modd |
finds that both financia intermediation and stock market liquidity indirectly, postively affect per
capita GDP via increases in the investment rate. The results from Model |1 suggest that while
stock market liquidity affects per capita output via the investment rate (as in Modd 1), financia
intermediation has no direct effect on the real economy. In Modéel I, liquidity isfound to have a
stronger effect on per capita GDP than Mode |. The possible presence of credit rationing in the
South African financial sector may explain the results of Model 11.

The paper proceeds in six sections. We begin with a review of the literature on financia
development, its effect on growth and report on the findings of internationa empirica studies.
Section 3 provides an outline of the data sources and its characteristics. A presentation of the
PSS ARDL methodology and its results occurs in Section 4 and Section 5 summarises the
Johansen estimation technique and provides the results for Model | and Il. Lastly, we present our
concluding remarks.

2. The Theoretical Framework

We begin by discussing the basic foundations of neoclassical growth theory. Consider the
Solow-Swan growth mode of the economy with a linearly homogenous production function
Y=F(K, L), where Y, K and L represent net output, capital and (effective) labour, respectively. ®
In the labour intensive form, y=f(k), where k is the capital-labour ratio. We assume the marginal
product of capita to be postive and diminishing, i.e., f&k)>0 and f@(k)<0 and that the (effective)
quantity of labour grows exogenoudy and a a constant rate per period, g.. The rate of

® See World Bank Report (2000).

© Patrick (1966) postul ates that the direction of association changes over the course of development and therefore no unvarying
relationship may exist between the real and financial sectors over time.

7 See Pesaran, Shin and Smith (1996).

8 See Solow (1956), (1957) and Swan (1956).



depreciation of capital is also assumed to be equal to zero.” The mode concludes that an
economy will experience a steady state or equilibrium growth path when:

f(k)= ook 2 M
esSg

where s denotes the savings rate. The model assumes that &l savings in an economy are
channelled to investment opportunities and the augmentation of physical capital stock. Given the
above equilibrium growth path, we note that the Solow-Swan modd implicitly assumes the
financia system to be perfectly efficient and money to be neutral. Subsequent literature on
growth theory examines the contribution of money to economic growth. Two salient theories
have arisen from this literature - financid liberdization vis-avis financia repression.

2.1. Roleof the Financial System

Literature in favour of financia repression broadly argues that money has a deleterious effect on
economic growth while proponents of financia liberdization maintain that money is conducive to
growth. The crux of the argument surrounding the impact of the financia system on economic
growth focuses on its influence on the savings behaviour of individuas.

2.2. TheCasefor Financial Repression: The Tobin Model

The Tobin Modd (1965, 1967) provides the theoretica judtification for financial repression. To
demonstrate, we assume here exist real money baances in the economy (M/P), where M
represents nominal money balances and P denotes the price level. We aso assume no direct
storage cost of holding money and assume savings (S) to be proportiond to disposable income
(Ys). In this modd, Yq may either be consumed (C) or saved. It is argued that with the
introduction of money baances, agents may ether adlocate savings by investing in physica
capital stock' (1) or redl money balances. They are now able to intemporally transfer value using
money by increasing their real money balances in the present period which will consequently
increase their purchasing power in future time periods. Therefore, there now exist two assets in
the economy — physical capital and real money balances. The relative rates of return on capital
and money balances are the rea rate of interest (which is assumed to equa the margina product
of capital) and the rate of decrease in the price level, respectively.**
Therefore,

Y, =C+1+& ePg: sinceYy=C+S (4]
‘ ot

Given that gross output (Y) is actual expenditure in the present period (C + |) and that the change
in real money baances is assumed to be a constant proportion () of the change in real output, the
model allows us to obtain the resultant steady state condition for the economy:

° The assumption of the rate of capital depreciation (d) being zero isinconsequential to the steady state sinceit addsaconstart factor
gd) to Equation [1].

9 Asin the case of Solow- Swan Model.

1 See Tobin (1965, 1967).
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Since O<s<land O £ m£ 1, it follows that [1- mY(1/ s- 1)] <1. Therefore per capita output and
capital stock in steady state must be lower than in the classica Solow-Swan Model where money
is assumed to be neutral.

The economic intuition behind this result is the following: The existence of money in an
€conomy may encourage agents to hoard savings in the form of money balances. This situation is
likely to occur in less developed economies where output is more susceptible to shocks,
encouraging individuas to hold precautionary money balances. Tobin (1965, 1967) argues that a
smdler proportion of savings is now available for the augmentation of physical capita stock.
Therefore, the channelling of savings away from investment in physical capital stock deprives
these countries of investment opportunities that may accelerate their economic development.

Some of the proposed policy responses that combat the allocation of savings to unproductive
money balances are interest rate ceilings, high reserve requirements placed on the banking sector
and the reduction of the proportion of income held as money (1) by imposing a tax on money
holdings. One such example is an inflation tax that erodes the real value of money.

One counter argument to financial repression is that it only applies to deadweight money i.e.,
gold specie and fiat money, while in the modern era, money balances represent credit money.
Moreover, credit money is classified into two categories — inside and outside money balances.
Inside money balances are loans between private sector agents. Outside money balances are
loans from the private sector to the public sector. In the case of private sector loans, the net
change in the asset position, disposable income and hence savings in the economy is nil since it is
merely represents a redistribution of income. Whereas with outside credit money balances, the
change to net assets, disposable income and the savings level of the economy is negative resulting
in alower steady state for the economy.™ Even if the Tobin-Keynes argument were extended to
outsde money, developed countries are mainly characterized by insde money while the
developing world aly encompasses approximately 50% outside credit money balances. This
renders the case for financial repression dubious, or at least of limited relevance.

2.3. TheCasefor Financial Liberalization

The counterargument to Tobin-Keynes derision for the role of money in an economy is developed
by Levhari and Patinkin (1968). They argue money to be a productive factor of production. Take
a linearly homogenous production function of the form Y= F (K, L, M/P) or y = f(k, m) in the
labour intensve form. Incluson of money into the mode in this way assumes that just as
production depends on fixed capital, so it depends on working capital too. Thus real money
balances may be viewed like any other inventory that enters into the production process. With
the absence of this medium of exchange, the economy would revert to a barter system with its
“double coincidence” constraint. The result would be an inefficient use of resources since money
frees |abour and capital for the production of commodities allowing for greater speciaization.

Now, the key difference between this model and the Tobin-Keynes modél is that here money
balances are not included separately in the calculation of disposable income since they contribute

12 See Tobin (1965).



implicitly to the production of gross output (or gross income). We begin with the equilibrium
assumption that I=S, where investment is the difference between gross output and consumption.
Thatis:

€ ,aM ou
dK M & ed¢p-u
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Given that the per capita real money baances (m) equals QTT, In m= In(M/P) —InL and
e [7]

m=(M/P)- g, , themode arrives at the following equilibrium growth path for the economy:
f(k,m)=€ai—9k+ngga§-19 (5
€Sg és o

where m=0and I/L = g,k in steady state.*®

Since s<1, it follows that g m(1/s —1)>0. Therefore, the equilibrium growth path achieved in
the present mode is at a higher level d per capita output than both the Solow-Swan and Tobin-
Keynes models of the economy. Moreover, where money is not productive, there is no need to
use it in production and the economy can revert to a barter system. Should money however serve
to improve the efficiency of production, it will alow the economy to redlize a higher level of per
capita output than in its absence. Hence, financial repression damages one of the productive
factors of production.

Money in the Tobin-Keynes model reduces investment in physical capitd stock' as it is
assumed to be a non-productive asset. In the Levhari-Patinkin Moddl, money enhances the
investment rate (Equation [4]) since it is assumed to represent working capital. Recent empirica
studies attest to the findings d the latter model. They indicate that the efficient financial systems
of the developed world were amajor factor in promoting their economic growth.

2.4 Some M odern Extensions to the Debate

The relationship between the financia structure and economic development has been receiving
considerable attention in the growth literature. Table 1 provides some of the empirica and
theoretical results of recent studies conducted on this topic.

The findings broadly argue that financiad markets, utilisng money, enable agents to shift
expenditure from the present into the future in order to obtain higher returns in the long run.
They categorize the financia sector into two sdient ingtitutions, i.e., financial intermediaries and
the securities market. Both these dimensions of the financial market are found to enhance
economic growth. The findings summarized in Table 1 therefore support the argument in favour
of financid liberdization.

13 See Levhari and Patinkin (1968).



Financia intermediaries aid investment and economic growth by mobilisng savings. They
provide lenders financiad insruments of high quality and low risk, and buy the liabilities of
borrowers at lower liquidity, lower yield and a larger principa.'® This enhances the level of
savings, investment and thus economic growth. Moreover, since financial markets are faced with
information and transaction costs due to the existence of asymmetric information, financia
intermediaries reduce the ensuing inefficiencies by acquiring information on the quality of
individual loans.® Therefore, due to the prevalence of asymmetric information in the financial
sector, the argument in favour of money as a factor of production in the economy only appears to
be viable if a well-functioning financial sector exists'’ In the process of acquiring this
information on the quality of the individua risk profile of borrowers, financia intermediaries
engage in risk transformation by engaging in portfolio diversification and risk pooling. Financia
intermediaries aso exert corporate control to ensure that borrowers adhere to prudent
management techniques.

The international empirical evidence favours not only efficient financia intermediation but
aso the improved liquidity of the stock market as a source of increased levels of per capita
GDP.*® A liquid stock market encourages investment since it enables investors to dter their
portfolio easily and efficiently.™® The more easily they are able to vary the composition of their
portfolio, the less reluctant agents will be to subscribe to new share issues. Levine (1997)
incorporates two measures of liquidity — the turnover and value-added ratios. The former is the
ratio of total value of shares traded to stock market capitalization (the value of listed shares on the
country’s exchanges) of an economy while the latter is the total value of shares traded to GDP.
Levine and Zervos (1998) argue that both measures of liquidity adequately measure the degree to
which agents can cheaply, efficiently and confidently trade ownership of clams® Figure 1
illustrates the manner by which both institutions improve the functioning of the financial system
to stimulate investment and economic growth.

Since the international empirica evidence argues in favour of efficient financia
intermediaries and liquid stock markets for economic growth, both types of financid systems -
those more inclined to the Japanese/German style and those resembling the Anglo-Saxon style -
are complementary. In the Japanese/German style system financia intermediaries play a more
prominent role than the stock market in the provison of credit while in the Anglo-Saxon financia
system brand the opposite holds. The role played by each inditution in stimulating growth
through the provison of credit may ater as the economy grows. At least one study finds
financially more developed economies to have a more securities-based financia system since
they also tend to have stronger shareholder rights and higher accounting standards.”

The empirical evidence discussed in Table 1 aso indicates that the financial system may have
both an indirect and a direct effect on economic growth. The indirect effect is via improvements
in the investment rate and total factor productivity.”® This forms the basis of our preliminary
model (Modd 1) which explores the possibility of the presence of direct and indirect between
financial degpening and per capita output growth in South Africa (Figure 2). The indirect effect
is borne via the investment rate.

15 See Levine (1997).

%6 See King and Levine (1993b)

71 financial intermediaries are inefficient credit rationing may occur.

'8 |t must be noted that the term liquidity isabroader term than when applied to an asset. In the laiter it impliesto the ease with which
an asset may be converted to cash.

1% See Levine (1997) and Levine and Zervos (1998).

20|_evine and Zervos (1998) point out a potential pitfall of the value-traded ratio. If forward-looking stock marketsanticipatelage
corporate profits and therefore higher economic growth, this will boost stock prices and thereforeboogt vauetraded. However, inthis
scenario, the figure for the turnover ratio, which equals value traded divided by market capitalization, does not alter. The turnover
does not suffer from this price effect because stock prices enter into the numerator and denominator.

2L For example see Demirgiic-Kunt and Levine (1999).

22 For example see Neusser and Kugler (1998).



One issue that continues to attract attention is the question of the direction of association between
the real and financia sectors. King and Levine (1993a), using post war international data, argue
that the level of financid intermediation is a good predictor of economic growth. In such cross
sectional studies, however, causal inference is restricted to the observation that economies with
greater financial depth at a given point in time, appear to grow faster in subsequent time periods
than those with lower initia levels of financial activity. Examining the results of time series
studies on the topic may therefore prove to be more useful. One such study conducted by
Rousseau and Wachtel (1998) find that finance predicts growth with little evidence of feedback
from output to intermediation for five industriadlized countries from 1870-1929. Jung (1986),
however, finds a bi-directiona link between the financial and rea variables in post war data. The
study is unable to disentangle direct effects from feedback effects. Patrick (1966) postulates that
the direction of association changes over the course of development. He argued that the bi-
directiona relationship present in certain studies may be attributed to financia deepening
inducing red innovation-type investment and, “as the process of real growth occurs, the supply-
leading impetus gradually becomes less important, and the demand-following financia response
becomes dominant.”*®*  Although the latest studies favour finance leading growth, Patrick’s
(1966) argument is borne out empiricaly by Jung (1986). Since South Africa has a relatively
well-developed financid market and is a middle-income country, the presence of a “demand-
following” financial response may be present (if not dominant) together with a “supply-leading”
impetus. Our second model (Modd 1) therefore attempts to take cognisance of the possibility of
feedback effects between the real and financial sectors (Figure 3). The possible presence of
direct, indirect and feedback effects between the rea and financial sectors emphasizes the
necessity for the use of multiple-vector models to account for the possibility of more than one
equilibrium relationship in the system.

On the basis of the results of recent empirica studies on the relationship between the
economic growth and the financial sector and to ensure an adequate examination of the South
African evidence, our study will have to answer four salient questions regarding the impact of
financiad system on economic growth. They are:

l. Does there exist a legitimate association between economic growth and financia
deepening? If S0, isit pogitively or negatively related to GDP?

Il. Istheimpact of the financia system on output direct or indirect?

1. Which dimension of financid deepening - financid intermediation or liquidity - affects
economic growth in South Africa? If both affect per capita output growth, which
dimension has a more prominent effect?

IV. What isthe direction of association between the financia and real sectors of the economy?

The direction of association between the real and the financia sectors for South Africa may
consist of four possible alternatives. These are:

i. No association.

ii.  Financial deepening affects economic growth.

ili.  Economic growth affects financial deepening.

iv.  Economic growth affects financial degpening and visa versa.

To discover which of the four aternatives is present in South Africa, the Pesaran, Shin and Smith
(PSS) Ftest will employed.

2 Demand-following implies that the lack of financial growth is due to the lack of demand for financial services (alack of sufficient
income) while supply-leading impetus is when the financial sector induces real growth.



Study Application and Finding
Nature of Study
Benecivenga  Theoretical study The model predicts that under certain conditions the
& Smith development of financial intermediation will increase real
(1991) growth rates.
King & Cross-country analysis  Using various measures of the level of financial development,
Levine(1993  using dataon 80 they found all the measuresto be robustly correlated with
a,b) countries over the future rates of economic growth, physical capital accumulation
period 1960-89. and economic efficiency improvements.
Obstfeld Theoretical study Show parameter values that lead to lower savings and growth
(1994) rates with greater liquidity or risk sharing, respectively.
The data are, however, inconsistent with these parameter
values. These models have parameter valuesthat are consistent
with empirical findingsthat liquidity is positively associated
with growth; and neither liquidity nor international capital
market integration is associated with private saving rates.
Benecivenga  Theoretical study Strong positive connection between stock market liquidity and
et d. (1995) faster rates of growth, productivity improvements and capital
accumul ation.
Levineand Cross sectional sample  Measures of deegpening in financial intermediation and liquidity
Zervos (1996)  of 77 countries using have a positive and statistically significant relationship to
three growth rates as growth in these three dimensions— output growth, investment
dependent variables. growth and productivity growth.
Jayaratne & Panel data analysis Find improvements in the quality of bank lending (i.e., banks
Strahan comprising 50 US which channel savingsinto better projects), not increased
(1996) states (1972-92) volume of bank Iending to be responsible for faster economic
growth.
Levine(1997)  Cross sectional analysis  Positive link between financial development and economic

growth
Evidence on structure and the functioning of the financial
system isinconclusive.

Rousseau and

Time series study

Finance predicts growth with little evidence of feedback from

Wachtel conducted on five output to intermediation.

(1998) industrialized countries
(USA, UK, Canada,

Norway and Sweden).

Rajan and Firmlevel andindustry  Financial development has a substantial influence on economic

Zingales level analysisfor a growth.

(1998) large sample of Financial market imperfections affect investment and growth if
countriesin atime financial intermediaries are unable to differentiate between
series framework financially viable and unviable investment projects.

(1980-90). Existence of awell-developed financial market in a country
providesit with a comparative advantage in those industries
that are dependent on external finance.

Neusser & Time series study Finance predicts growth. Financial sector development is

Kugler (1998)  conducted on the cointegrated with manufacturing total factor productivity and
manufacturing sector of  manufacturing GDP, respectively.
the OECD countries. Limitation of the study: Financial intermediary development

may be aleading indicator but not an underlying cause of
economic growth.

Levine& Cross-country analysis  Stock market liquidity and banking development both

Zervos (1998)  (1976-93). positively predict growth, capital accumulation and

productivity improvements.
Stock market size, volatility and international integration are

10




not robustly linked with growth.

Demirguc- Cross-country study of  Active stock market and awell-developed legal system
Kunt & thirty developed and fecilitate firm growth.
Maksimovic developing nations.
(1998)
Levine, Cross sectional study Strong, positive relationship between the level of financial
Loayzaand and dynamic panel intermediary development and long run economic growth is not
Beck, (2000)  techniques. due to simultaneity bias.
Beck, Levine  Cross sectional study, Financial intermediaries exert alarge, positive impact on total
and Loayza instrumental variable factor productivity growth, which feeds through to overall GDP
(2000) procedures and growth.
dynamic panel Long run links between financial intermediary devel opment
techniques. and both physical capital growth and private savings rates are

tenuous.

Tablel. International Evidence on thelink between the financial and real sectors.

>

Market Frictions

Information costs

» Transaction costs

Channelsto growth

Capital accumulation
Technological innovation

Financial markets and

intermediaries
Financial functions
<+

Mobilize savings

Allocate resources

Exert corporate control

Facilitate risk management

Ease trading of goods, services and contracts
Enhance liquidity

Economic growth

Figure 1. Finance and Growth®*

Figure2. Direct and indirect effects of the financial

FS

!

sector on output.?®

24 Adapted from Levine (1997; 691).
%Y = Per capita GDP, | = investment rate and FS = financial sector (financial intermediaries and stock market).

FS

Y 1\
| /
Figure 3. Direct, indirect and feedback effects of
the financial sector on output.
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3. The Data

The sample period covers annua data from 1954 to 1992.%° The variables employed by this study
to measure the two dimensions of the financiad system - financid intermediation and liquidity -
are:

Ratio of total private credit extension to GDP (LNPRIVY):

This series is chosen since we are interested in investigating the share of output that is
intermediated through the financial sector.?” Previous studies have revedled that private credit
extension is the most comprehensive indicator of the activity of financia intermediaries®®
Furthermore, private credit extension is chosen over public credit extenson because, unlike the
private sector, the public sector has numerous objectives to fulfil when considering an investment
project, and positive rates of return may not aways be the central god of a public investment.

Prior to 1960 there was no one composite series that depicted total credit extension to the
private sector in South Africa. Therefore a series was constructed by using data from the Union
Satistics for Fifty Years (1910-1960). The proxy used for total credit extension was the tota
assets in dl financia intermediaries® The resultant series is depicted in Figure 4. One may
conclude from the graph that the proportion of total private credit extenson to GDP has been
steadlily risng since 1954.

Vaue-added ratio (LNRSHARE):

As dtated earlier, this series represents the level of stock market liquidity. The varigble is
constructed using an index (1995=100) of share prices for all classes of shares and an index
(1995=100) of the number of shares traded published by the SARB.** This index of prices is
caculated by obtaining the weighted index numbers of monthly average prices of dl ordinary
shares quoted on the Johannesburg Stock Exchange (JSE). The weight is based on the market
capitalization of each company on the JSE. Figure 5 depicts a rising value of shares traded to
GDP over the sample period.

The dependent variable in the model is real per capita GDP at factor cost (LNCGDP). Table 2
portrays the correlation coefficients between the above-mentioned series. It clearly showsahigh
and positive correlation between credit extension and per capita real GDP. Also a positive
correlation coefficient appears between the value of shares traded and per capita GDP. In
addition, the correlation coefficient between the two financia degpening measuresis 0.58. These
smple correlations then render plausible the clam of a relationship between the financia sector
variables and the real economy.

26 At the outset, it should be stated that for the Johansen methodology the sample sizeis small. This may be a shortcoming of the
study but an unavoidable one as our measure of liquidity in the economy — total value of sharestraded to GDP (LNRSHARE) —isonly
available from 1954.

7 See Levine (1997).

28 For example see Levine, Loayzaand Beck (2000). It therefore supersedes other measures of level of financial intermediation such
as the ratio of real money supply (M3)-to-real GDP.

29 Assets to financial intermediaries are synonymous with liabilities of the private sector.

% Pricesarein real terms.
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Table2. Tableof correlation coefficients

Faced with the need of ensuring an adeguate representation of the economy in conjunction with a
parsimonious specification to render the Johansen estimation technique manageable, we employ
ether dl or some of the following conditioning explanatory variables in the estimation:

Our measure of the investment rate (LNINVRAT) is restricted to fixed capital stock strictly
defined, and is given by net changes in the stock of machinery and capital equipment for
South Africa.  The investment rate is a crucia component of any growth equation as it
captures the rate of augmentation of physica capital stock throughout the economy.
Furthermore, to model the indirect impact of the financial sector on per capita output via the
investment rate, an adequately specified investment equation is required.

A number of variables affect the investment rate in South Africa. For example, Fedderke
(2000) finds it to be adversdly affected by uncertainty. The presence of uncertainty is of
concern to the investor due to the irreverability of investment. We proxy for uncertainty
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using a politica ingtability index (INSTAB).** Another determinant of the investment rate is
the expected change in the rate of return on investment. Since this is an unobservable
magnitude, we employ a measure of capacity utilisation, defined as the deviation of actud
output from capacity output® such that production in excess of capacity will trigger
investment.®® In the present study we apply a change in the capacity utilisation variable
(DCU) to approximate for a change in the expected rate of return on investmert. Moreover,
the real user cost of capital (UC) measures the margina cost of investment. It includes the
sum of the opportunity cost of fixed capita stock (given by the rea domestic short term
interest rate), the depreciation rate of capita stock and the corporate tax rate. For South
Africa, the real user cost of capital does have a negative effect on the investment rate.®*

The real domestic short-term interest rate (NTEREST) is included as another explanatory
variable. Romer (1990) argues that with increases in the interest rate, agents discount future
output relative to current output at a higher rate. This results in human capital moving away
from the production of knowledge-based goods toward more production of fina goods. The
consequence is a decline in economic growth.

Human capitd seriess Human capita is increasingly acknowledged as a necessary
component of economic growth.® In this study we employ two human capital variables.
One measures white enrolment rates WWENROL) and the other measures the proportion of
graduates with degrees in math and science (LNPROPDEG). The former is a proxy for the
quantity of human capital while the latter is a proxy for the quaity of human capital.*
Numerous studies have shown government to have a negative, statistically significant impact
on per capita output.®” Time series evidence on the effect of government on economic growth
in South Africa is found to be negative®® The series we use to measure the extent of
government involvement in the economy is the ratio of real government consumption
expenditure to real GDP (LNGOVGDP).

3.1. Univariate Time Series Characteristics of the Data

The univariate time series characteristics of the data are reported in Table 3. Staidtics are the
augmented Dickey-Fullers.

All variables are integrated of order one (~1(1)), except the DCU which isintegrated of order
zero (~1(0)) and will therefore only enter the model in the dynamics.

We aso note that there exists a structural bresk that affects the investment rate, financia
deepening variables and interest rate.  This may be attributed to the financia liberaization of
1980 in South Africa. Furthermore, a second break occurs in the investment rate series from
1981-84 due to the gold price boom. Even though the period in which the two structura breaks
take effect overlap, each break is significant as one is atrend dummy (DT80) and the other isa
shift dummy (GOLD).

As discussed in the Section 2.5, the Pesaran, Shin and Smith (PSS) Ftest statistics will be
considered to determine the direction of association between financial and real sectors. If there
exists an indirect relationship between the financial degpening and per capita output for South
Africa, the Johansen FIML VECM'’s cointegration technique will be applied.*

%1 See Fedderke, de Kadt and Luiz (2001a).

%2 Calculated by means of a Hodrick-Prescott filter.

3 Fedderke (2000) finds this to be the case for the South Africa.

34 See Fedderke (2000).

% See Hanushek and Kimko (2000) and Mankiw, Romer and Weil (1992).

% See Fedderke (2001).

%" For example see Baldwin and Seghezza (1996), Barro (1990), Barro (1991), and De Gregorio (1993).

38 Mariotti (2001) establishes the presence of non-linearitiesin theimpact of government consumption expenditure for South Africa
%9 The PSS ARDL technique is only applicable if asingle, unique relationship is present. If an indirect relationship between the
variables is found then more than one cointegrating equilibrium relationship may be present.
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Vaiadle ~l (0)* ~ (1" Structural breaks”

LNCGDP -2.59 -3.88° -
LNINVRAT -1.56 -5.75¢ DT80, GOLD
LNPRIVY -0.29 -6.53* DT80
LNRSHARE 0.40 -6.26* DT80
WENROL -2.59 -5.16% -
LNPROPDEG -0.20 -6.40¢ -
INSTAB -3.10 -6.86*- -
LNGOVGDP 0.80 -6.99¢ -
INTEREST -0.29 -6.55* DT80
uC -2.01 -5.78 -
DCU -6.65* - -

1. The * denotes rejection of the null of a unit root at the 95% critical value.
2. Provides the dummy variables which attach to the respective variable at a 5% significance level or less.

Table3. Augmented Dickey-Fuller Test Statistics

Both techniques of estimation are well acknowledged, so the subsequent subsections will only
summarize these techniques.

4, Pesaran, Shin, Smith ARDL Cointegration Technique

4.1. Methodology

Pesaran and Shin(1995a) demonstrate (under certain conditions) that the autoregressive
distributed lag (ARDL) models may be used for the estimation of long run relationships. They
argue that once the order of the ARDL has been recognized, OLS may be used for the purpose of
estimation and identification. The presence of a unique long run relationship is crucid for valid
estimation and inference. Such inferences on long- and short- run parameters may be made,
provided that the ARDL modd is correctly augmented to account for contemporaneous
correlations between the stochastic terms of the data generating process (DGP) included in the
ARDL estimation. Hence ARDL estimation is possible even where explanatory variables are
endogenous. Moreover, ARDL remains vaid irrespective of the order of integration of the
explanatory variables.

The Pesaran Shin and Smith (1996) approach starts by estimating the error correction model

given by:

g & & )
Y, =a, tht+g bDy, ; +a a g,Dx gdlyt 1+a d.x,ztw  (6)

i=1 j=1 i=1 7]

and estimating by means of an Ftest (or PSS Ftest) the significance of ajoint zero restriction on
the d’s of the error correction model.*° If the computed statistic exceeds the upper bound, the null
of no association can be unambiguoudly rejected and if it falls below the lower bound, we fail to

% The distribution of the F-test is non-standard. A lower and an upper critical bound value are presented by Pesaran Shin and Smith
(1996).
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reject the null of no association. Ambiguity regarding the presence of a cointegrating relationship
arisesif the statistic is between the two critical values.
Assuming an appropriate order of ARDL is selected, if the PSS Ftest confirms the existence of
only one unique cointegrating relationship, i.e., there exists only one outcome varigble and al
other variables are forcing variables, we follow the Pesaran and Shin (1995b) two step strategy in
estimating the long- and short-run coefficients on the basis of the selected model.

Suppose that we have an ARDL(p, ) model for which the existence of a long run
relationship between y; and x; has been established. Then the long run relationship between the
variables can be established by estimating the ARDL mode given below by means of OLS:

P
y,=a +bt+§ g,y., +a d,x. +e, )

i=1 i=0

where the e, are assumed to be serially uncorrelated. ** We then obtain the coefficients of the
cointegrating (long run) relationship:

Y, =V+ht +gx +u, (8

from:

A

a

N

= — : h=— 2 and q=—="__ 9)
p o o
l-a.d 1-a.,9 1-a,

Firstly, however, we seek to determine the direction of association between the financial sector
and the real sector by analyzing the PSS Ftest statistics.

4.2. PSSARDL Estimation Results

We apply the PSS ARDL tchnique to obtain the direction of association between real and
financia sectors of the economy using the full specification of the model. The results we found
were inconclusve. We then conducted the test for different combinations of the financia
variables and the investment rate and per capita output. Table 4 reports the PSS Ftatistics.*?
We summarize the direction of association between these variables in Figure 6. We observe that
three possible equilibrium relationships may coexist — one between the investment rate and per
capita GDP, between the investment rate and the total value of shares traded and lastly between
per capita GDP, the investment rate, credit extension by intermediaries and the total value of
shares traded. This implies that no one single unique equilibrium relaionship exists. We
therefore abandon estimation using the PSS ARDL methodology.

“! The order of the ARDL is selected on the basis of the Akaike Information Criterion (AIC) to render theerror term free of systematic
variation.
2 Both dummy variables — DT80 and GOLD — were included in the analysis.
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Variable F statistics \

LNCGDP (Y) [5.9659*[4.8533[3.9196| - - -
LNINVRAT (I) [6.1894* - - |6.0557*| 3.7412 | -
LNRSHARE (S)| - |o98s5¢| - [6.4831*] - [6.423
LNPRIVY (P) - ~ |27802| - [0.84782[25619

* denotes a test statistic above the critical upper bound F-statistic at a 5% significance level.

Table4. PSSF-statistics

Figure 6. Direction of association between the financial sector and real variables*®

The PSS Ftest statistics illustrate three issues regarding the relation ship between the real and
financia sectors:

i.  Financial deepening appears to indirectly affects per capita output through the
investment rate,
ii.  Existence of feedback effects between the real sector and liquidity may be present, and
iii.  Credit appears to affect the real economy viathe total value of shares traded. This may
indicate the presence of credit rationing in the South African economy.*

These complex relationships between the real and financia sectors indicate that in countries with
relatively highly developed financia markets (such as South Africa), the direction of association
between economic growth and financia liberalization may indeed be bi-directiona. Therefore,
the need for identifying the most economically meaningful relationship between these variables
by means of plausible economic restrictions (using the Johansen technique) becomes crucia to
the estimation process.

43 x® yimplies y depends on x.
44 World Bank (2000) arrives at a similar conclusion of the prevalence of credit rationing in South Africa.
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5. Johansen VECM Edtimation Technique
5.1. Methodology

The Johansen estimation technique employs a vector error-correction (VECM) framework. In the
case of k variables, we may have r cointegrating relationships, such that 0 £ r £ k-1.*° This gives
us ak-dimensona VAR:

Z=AnZi+....... + A, Zm + d 0y (20

where m denotes the lag length, d deterministic terms and n; a Gaussian error term. While in
general z may contain 1(0) variables, as long as non-stationary variables are present (as in the
present case), we are exclusively restricted to 1(1) variables.

Reparametrization provides the VECM specification:

-1
th:g.GfDZt—i +Pzt-k+1+d+nt (11)

i=1

The existence of r cointegrating relationships amounts to the hypothesis that:
H,(r):P =ab’ (12)

where P is p'p,and a, b are p" r matrices of full rank. Therefore H,(r) is the hypothesis of
reduced rank of P. Wherer > 1, issues of identification arise which requires the use of economic
restrictions on the loading matrix @), the matrix representing the short run dynamics, G, and/or
the cointegrating space, b.*°

5.1.1. Model |

In Modd | (Equation [13]) we override the directions of association between the financid and
real sectors indicated by the PSS F-datistics (to some extent) and only test the indirect
relationship between the financial sector and real per capita GDP for South Africa. In this case
we would expect r = 2 representing the per capita GDP and the investment functions. The matrix
representing the dynamics of the system will contain, amongst other variables, the measure of the
rate of return on investment (DCU).*’

The signs and zero restrictions on the long run parameters are on the basis of a priori
economic theory.*® Both the output function and the investment function are represented. We
have no a priori evidence to zero restrict the measures of the level of financid intermediation (P)
and liquidity (S) on either cointegrating vector. Thus during the estimation process we test
whether these variables have a direct, indirect or both a direct and an indirect, positive impact on
per capita output in South Africa

5 See Johansen and Juselius (1990) and Johansen (1991).

46 See Pesaran and Shin (1995a,b), Pesaran, Shin and Smith (1996), Johansen and Juselius (1990) and Wickens (1996), Greenslade,
Hall and Henry (2000).

47 DCU~(0).

% See Section 3.
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5.1.2. Model Il

The second model (Modd 1l - Equation [14]) incorporates the presence of both the indirect and
feedback effects in the relationship between the real and financial sectors as suggested by the PSS
F-test. We would expect r = 3 as there now exists the possibility that while financia deepening
indirectly affects per capita output, feedback effects are present from per capita output and
investment to liquidity.*

Once again the signs and restrictions on the long run parameters are on the basis of a priori
economic theory.>® However there exist some differences in the signs of the parameters and
restrictions on the parameters between the two models. Although we test once more whether
financid intermediation and liquidity has a direct, indirect or both a direct and an indirect,
positive impact on per capita output in South Africa, we expect, on the basis of the PSS Ftest
statistics, baj, bsy and by, to equal Zro. This implies that the investment function (the equation
whose &-parameter for | is one) is affected by only one dimension of the financid system —
liquidity. Furthermore, using the results of the PSS Ftest dtatistics, we expect liquidity to be
influenced by credit extension in the third equilibrium relationship® and the accelerator effect to
be present.

We adso expect the investment rate in the third cointegrating vector to negatively affect
liquidity while in the second vector liquidity pogtively affects the investment rate. This
discrepancy is because as the investment rate increases, per capita output rises (from the first
cointegrating relationship), and since liquidity is measured as the total value of shares traded to
GDP, the rise in GDP resultsin this ratio declining.

4 Where Y; = LNCGDP, I = LNINVRAT;, Hi: = WENROL; , Ha = LNPROPDEG:, G; = LNGOVGDP, r = INTEREST, U=INSTAB,
S = LNRSHARE; and P; = LNPRIVY:.

% The reason why liquidity and not credit extension was assumed to be the dependent variable of thethird cointegrating vector wason
the basis of the PSS F-test statistics. The statistics indicate liquidity to be affected by per capita output and the investment rate.
51 See Section 3.

52 We expect a positive relationship between liquidity and credit extension since both dimensions of thefinancial system are expected
to enhance growth from previous international empirical findings.

%3 Even though the third equilibrium relationship demonstrates that a rise in per capita GDP does increase liquidity, theriseinliouicity
is expected to be less than proportional to the increase in per capita GDP.
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While the estimates of the cointegrating vectors indicate the directions of association that
maintain long run stationarity in each system, they offer no information about the speed of
adjustment of the variables to deviations from their common stochastic trend. The size and sign
of each error correction term (ECT), ay;, represents the direction and speed of adjustment of the
system to its long run equilibrium after a shock.

Furthermore, the error correction model will provide us with the relationship between the rate
of change in financia deepening variables and the per capita GDP growth rate and describes the
behaviour of the economy away from the long run equilibrium growth path.

We first test whether each mode is justified with respect to the data by establishing the
number of cointegrating vectors for each model.

5.2. Johansen VECM Estimation Results

From above, the first mode investigates the presence of a direct and/or indirect relationship
between the financia sector and per capita output as suggested by the PSS Ftests.
Model |:

Yt = F(It’ Pt’S’Hlt’HZI’Gt’rt)

(15)
I, =G(Y;,R.,S,U,,UC)

The PSS F-tests dso indicate the possibility of a second model. This mode incorporates
feedback effects between the liquidity and the real sector as well as an indirect effect from the
financial sector to per capita output:

Model |1
Yt = F(It’ H2t’Gt’rt)

I, =G(Y;, S ,U ,UG) (16)
§=HM.1.R)

%4 Excludes the WENROL as an explanatory variable. One reason for thisis to improve the integrity of the test statistics by increasing
the degrees of freedom especially since we have arelatively small sample.
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5.2.1. Johansen maximal and trace eigenvalue statistics

Table 5 revedls the Johansen maximal eigenvalue test statistics for Model 1. We observe the
presence of two cointegrating vectors from the maximal eigenvalue dtatistic while the trace test
datistic indicates the existence of four equilibrium relationships. The maxima eigenvaue
statistic forms the basis of the formulation of a two-vector model in order to investigate the
indirect effect of the financia sector on per capita outpuit.

Using the variables for Modd 1, which contains only one of series that measures human
capital LNPROPDEG), the test statistics in Table 6 are andysed. They indicate the possible
existence of three equilibrium relationships which may account for indirect and feedback effects
between the real and financial sectors.™

Null Alternative |Eigenvalue [95% Trace 95%
statistic Critical statistic Critical
value value
r=0 rsi 106.89* 63.32 343.76* 234.98
rel rs2 61.13* 57.20 236.87* 194.42
re2 rs3 48.00 51.15 175.74* 157.80
re£3 rs 4 36.81 4563 127.74* 124.62
r£4 r=5 31.16 39.83 90.94 95.87|

* denotes statistical significance.

Table5. Johansen trace and maximal eigenvalue statistics for Model 1.

Null Alternative |Eigenvalue |95% Trace 95%
statistic Critical statistic Critical
value value
r=0 rsi 103.08* 57.20 299.71* 194.42
rel rs2 57.98* 51.15 196.63* 157.80
re2 rs3 46.60* 4563 138.66* 124.62
re3 r=4 33.96 39.83 92.05 95.87|

* denotes statistical significance.
Table 6. Johansen trace and maximal eigenvalue statistics for Model I1.

5.2.2 Johansen VECM Estimation Results
5.2.2.1.Mode€l |

The two equilibrium relationships estimated by means of the Johansen FIML are given by:
LNCGDP, = 0.24 LNINVRAT, + 3.69 WENROL, + 0.59 LNPROPDEG; - 3.84 LNGOVGDP; - 0.02 INTEREST, (17)

LNINVRAT; = 0.32 LNPRIVY; + 0.15 LNRSHARE; - 1.25*10° INSTAB, —0.01 UC; (18

The error correction model in Tables A1 and A2 represent the short run dynamics for each
equilibrium rdationship. The error correction term (ecmilB.) for Equation [17] is —0.01.°>"

%5 The Johansen estimation technique for both models is performed with unrestricted intercepts and no trendsin the VAR from 1954-
92.

%6 See appendix.

21



Equation [18] has an error correction term (ecm2B.;) of —0.25.>® Since both error correction terms
are between zero and minus one and datisticaly significant, the relationships represent stable
equilibria. Furthermore, the error correction modd illustrated in Table A1 provides the economic
growth model for the economy. Since the equilibria are stable, economic growth is associated
with the economy’s steady state given by Equation [17]. The relatively smal error correction
term in the output equation (Equation [17]) of —0.01 could be because of an under specified
production function. The specification is however enough to identify a stable, cointegrating
vector.

The findings of Fedderke (2000) are supported by the equilibrium relationship [20] in that
both uncertainty and the real user cost of capital have a negative effect on the investment rate.
The irreversible nature of investment results in uncertainty having a detrimental effect on the rate
of investment. Since the real user cost of capital is affected by government policy (tax rate and
interest rate), the findings support the theory that imprudent government policy may have an
adverse effect on the rate of investment. The negative impact of interest rates on per capita GDP
is supported by the Romer (1990) finding that higher interest rates may move human capital away
from the production of knowledge-based goods into fina good production. The negative impact
of government consumption expenditure on per capita GDP confirms the findings of Mariotti
(2001). Human capitd development does have a positive, statistically significant effect on per
capita GDP. This conforms to the finding on the importance of human capital in endogenous
growth literature.®® The expected rate of return on investment (DCU), present in the dynamics of
the system, is found to be positive as expected.®

Our estimation results suggest that the both financia intermediation and liquidity of the stock
market has a positive, and only an indirect effect on per capita output. Thus we are able to zero
restrict both variables in the per capita output equation (Equation [17]). Thus the relationship
between financia deepening and per capita GDP is one where the former affects the latter viathe
investment function (Equation [18]). A percentage increase in credit extension increases the
investment rate by 0.32 percent while a percentage increase in liquidity increases the investment
rate by 0.15 percent. We conclude that the evidence for South Africa supports the argument in
favour of financia deepening rather than financial repression.

The evidence suggests that financial degpening only affects per capita output indirectly which
conforms to theory.®* Financia intermediaries mobilise savings and channel them to investment
while improvements in liquidity alow investors to dructure their portfolios with greater
flexibility, thus increasing the investment rate and, subsequently, output. The incresse in per
capita output due to a percentage increase in credit extension and liquidity are 0.08 percent and
0.04 percent, respectively.®” The evidence implies that an increase in private credit extension has
a greater effect on per capita output than an improvement in the level of liquidity present in the
JSE. Figure 7 illustrates the direction and magnitude of association between the real and financia
sector variables.

5" See Table Al in the appendix.

%8 See Table A2 in the appendix

%9 See Hanushek and Kimko (2000).

% See Table A1 Table A2 in the appendix.
®1 For example see Levine (1997).

62 % =Y (Iy)= EIY—t :;i , Where x; denotes either dimension of the financial sector, Y; denotesper capitaoutput and |;denotesthe
Xt t %

investment rate.

22



0.24

S

Figure7. Direction and magnitude of association between real and financial sectors®®

Hence the conclusions we draw from the findings of Model | are:

i.  Financia deepening has a positive indirect effect on per capita GDP,
ii.  Thetwo dimensions of financial degpening are complementary to one another, and
iii.  For South Africa, financia intermediation plays a more prominent role in augmenting the
investment rate and, therefore, per capita output than liquidity. It is therefore plausible to
argue that credit extension to the private sector is a greater stimulant of the real economy
than enhanced liquidity on the stock exchange for South Africa (for the sample period).

5.2.2.2 Model |1

Johansen FIML VECM provides the following for Modéd I1:

LNCGDP; = 1.08 LNINVRAT; + 0.57 LNPROPDEG; —1.83 LNGOVGDP;— 0.03 INTEREST; 9
LNINVRAT, = 0.21 LNCGDP; + 0.28 LNRSHARE, —2.591*10°® INSTAB, —0.01 UC, @
LNRSHARE; = 0.83 LNCGDP;—5.92 LNINVRAT; + 0.26 LNPRIVY; ()]

The error correction terms for cointegrating vectors [19], [20] and [21], provided by Tables A3,
A4 and A5 are -0.04, -0.50 and -0.91, respectively. All three error correction terms are
negative and datisticaly significant. This confirms that equilibrium relationships [19], [20] and
[21] are stable.

The signs on the explanatory variables in Equation [19] are similar to those in Equation [17].
In Modél 11, our a priori expectations of the estimation results, on the basis of the PSS Fdtatistics
of the relationship between the financial and sectors, are redised.  Equations [19] and [20]
confirm the existence of the accelerator effect in South Africa. The investment function is closely
related to the one derived in Model | except that the only financia variable that affects the
investment rate is liquidity (Equation [20]). A percentage increase in the ratio of total value of
shares traded increases the investment rate and per capita output by 0.28 percent and 0.30 percent,
respectively.  Unlike Modd |, credit extenson directly, postively affects liquidity. From
Equation [21] we observe that a percentage increase in credit extension and per capita GDP
increases the ratio of value of shares traded by 0.26 percent and 0.83 percent, respectively. We
calculate the effect of a percentage increase in credit extension on per capita GDP and the

&3 The dashed arrows represent calculated impacts and the solid arrows denote the impacts shown by the cointegrating vectors.
64 See appendix.
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investment rate to be an increase of 0.08 percent and 0.07 percent, respectively. Thus both Model
I and Modd Il illugtrate the positive contribution of both dimensions of the financia sector to
economic growth. Therefore, they are not mutualy exclusive with regard to economic growth for
South Africa.  Figure 8 illustrates a flowchart of the various associations between the real and the
financia sector for Modd 11.%°

We are thus able to disentangle the direct effects of liquidity on the real economy from the
feedback effects.® In spite of this, the relative effect of increases in liquidity vis-avis credit
extension on per capita GDP may be exaggerated.®” The variable measuring liquidity (ratio of
value of shares traded to GDP) may be responding to alarger set of variables than specified in the
modd,*® leaving open the possibility of misspecification in the third cointegrating vector.

Although one measure of the financia system (liquidity) affects per capita output indirectly
via the investment rate as in Model 1, credit extension has no direct influence on the real sector.
One possible explanation for the absence of a direct association between financia intermediation
and the real sector may be attributed to the presence of credit rationing within the South African
economy. Firms may find it difficult to source working capital from financia intermediaries for
investment projects. Indeed this is borne out by the evidence gathered by a recent World Bank
Report on the constraints to growth in South Africa. ®® This Report finds most South African
firms use internal sources of finance for investment purposes. Table 7 illustrates the number of
firms using different sources of working capita classed according to the proportion of their tota
working capitd for the period 1998-99. It shows only nine firms finance 100 percent of their
investment capital requirements using loans from loca banks and only two firms finance 100
percent of their investment capital by share issues. This supports the argument of the prevalence
of credit rationing within the South African economy.

Sour ce of Working Capital Number of firmsgrouped according to the proportion
of their total working capital from each source.
1-50% 51-99% 100%
Retained/internal earnings 14 28 25
Loan from alocal South African Bank 22 17 9
Loan from aforeign bank 1 0 0
Loan from a partner or parent establishment 4 8 8
Shares issued on the stock exchange 0 2 2
Other 4 1 1

Sour ce: “Constraints to Growth and Employment in South Africa” — World Bank Report (2000)
Table7. Sources of working capital in South Africa (1998-99)

Y

0.26
0.21

S

0.28

Figure 8. Direction and magnitude of association between real and financial sectors.

% The flowchart is a copy of the PSS F-test results (Figure 4) with the inclusion of the results of Equations [23], [24] and [25].
€ Jung (1986) finds similar feedback effects.

7 Note that financial intermediation has the same, positive effect on per capita GDP in both Model | and I1.

8 One such variableis political instability. However, we do include this variable in the models.

%9 See World Bank Report (2000).

24



6. Conclusion

The financial system can no longer be regarded as a passive channel that alocates scarce
resources to the most efficient uses. Today most economists agree that the financia system is
essentia for development.”® They argue that a more efficient financial system leads to higher
growth and reduce the likelihood and severity of crises. Both Mode | and Modd 1l estimated in
this paper support the conclusion that financia deepening, i.e. improved financid intermediation
and increased liquidity, in the economy promotes economic growth in South Africa
Furthermore, both models find that neither financial intermediation nor the level of stock market
liquidity directly affects per capita GDP. Both these dimensions of the financia system are found
to indirectly affect per capita output via the investment rate. Furthermore, the findings of Model |
illustrate credit extension to have a greater effect on the investment rate when compared with
liquidity, Model Il reverses the strength of this impact.

The major difference between the structures of the two models is that Model 11 accounts for
the presence of feedback effects between per capita output and liquidity. Therefore, the presence
or absence of feedback effects is absolutely crucial in determining which aspect of the financial
system has a more dominant effect on the real economy. The results in Modd 1l introduce the
possibility of the presence of credit rationing in the South African economy. Thus Modd 1
supports the findings of the World Bank study regarding the existence of credit rationing in South
African financial markets. However, the potential exaggerated effect of liquidity on per capita
output and the investment rate may point to the need for further studies to render more precise the
nature of the interaction between the real and financial sectors of the economy.

Even though a time series framework is the correct approach to investigate the link between
financial deepening and economic growth, larger data sets than are available to this study will be
a prerequisite for the conduct of such studies. Moreover, including total factor productivity rather
than the investment rate to capture the contribution of finance to long-term growth for South
Africa may improve the robustness of the study. The presence of feedback effects also needsto
be invedtigated further with the incluson of additiona variables that may affect the liquidity
measure, to alow for the full exploration of the dynamics of the system.

"0 For example see Levine (1997), Levine and Zervos (1998) and Levine, Loaysa and Beck (2000).

25



Data Sources

1
2.

Union Statistics for Fifty Years (1910-1960).
Wharton Economic Forecasting Associates database.
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Appendix

I.  Error correction equations for the two-vector model (Model 1)

Ordi nary Least Squares Estinmation

IR IR S I I R R R I I S S R I I I
Dependent vari able i s DLNCGDP

37 observations used for

R R I R S S

Regr essor Coefficient

I NPT -. 18922
DLNCGDP( - 1) . 71431***
DLNI NVRAT( - 1) -.019797*
DCU 1.0140***
DCU( - 1) .. 71923***
ECMLB( - 1) -.010177**
ECM2B( - 1) -. 0059675

IR IR IR I I R R R R R I I S R R R I I S

R- Squar ed . 97352
S. E. of Regression . 0045499
Mean of Dependent Variable .0076035
Resi dual Sum of Squares .6210E-3
Akai ke Info. Criterion 143. 9074
DWstatistic 2.1125

EE IR SR I I R R R R I I S R R I I

estimation from 1956 to 1992

R R O R S S

St andard Error T- Rati o[ Prob]

. 070785 -2.6732[.012]
. 11863 6.0214[ . 000]
. 011480 -1.7244].095]
. 045420 22.3250[ . 000]
. 13351 -5.3871[.000]
. 0037623 -2.7050[ . 011]
. 0046541 -1.2822[.210]

EE IR IR I R R R R R R R I I S R R R I I
R- Bar - Squar ed . 96822
F-stat. F( 6, 30) 183.8193[.000]

S. D. of Dependent Variable . 025524
Equation Log-1ikelihood 150. 9074
Schwar z Bayesian Criterion 138. 2692

Durbin's h-statistic -.49423[.621]

R IR I I o O R O I

Di agnostic Tests

EE R IR S o O

Test Statistics LM Ver si on F Version

EE IR IR I S O R

* * * *

* A:Serial Correlation* CHSQ( 1)= . 20203[ . 653] *F( 1, 29)= .15922[.693] *
* B:Functional Form *CHSQ( 1)= .61609[.433]*F( 1, 29)= .49106[.489]*
* C:Normality * CHSQX 2)= .56943[.752] * Not applicable *
* D: Heteroscedasticity*CHSQ( 1)= .22006[.639]*F( 1, 35)= .20941[.650]*

R R R o R e R R R R R R R R R R EEEEREX]

A: Lagrange nultiplier test of residual serial correlation

B: Ransey's RESET test using the square of the fitted val ues

C: Based on a test of skewness and kurtosis of residuals

D: Based on the regression of squared residuals on squared fitted val ues

*** denotes coefficients that are significant at the 1% level.
** denotes coefficients that are significant at the 5% level.
denotes coefficients that are significant at the 10% level.

*

Table Al. Error Correction model for LNCGDP
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Ordi nary Least Squares Estinmations

EIE R IR S S R I R S S
Dependent vari abl e i s DLNI NVRAT

37 observations used for estimation from 1956 to 1992

R R S R S S R S S R O R O

Regr essor Coefficient St andard Error T- Rati o[ Prob]
I NPT 1.7750 1.2059 1.4719[ . 151]
DLNI NVRAT( - 1) . 18765 . 13116 1.4307[ . 163]
DUC( - 1) .0096184* . 0045410 2.1181[ . 043]
DCU( - 1) 1.4122* . 53273 2.6509[.013]
DT80 -.016372* . 0074775 -2.1894[. 036]
ECMLB( - 1) . 072494 . 057599 1.2586[ . 218]
ECM2B( - 1) -.25256** . 074545 -3.3880[.002]
LR R R I R I I I I I I R R R I I R R R R I S R R R I I I I
R- Squar ed . 55199 R- Bar - Squar ed . 46239
S. E. of Regression . 051117 F-stat. F( 6, 30) 6.1606[ . 000]
Mean of Dependent Variable -.0042616 S.D. of Dependent Variable . 069717
Resi dual Sum of Squares . 078389 Equati on Log-1i kel i hood 61. 4035
Akai ke Info. Criterion 54. 4035 Schwar z Bayesian Criterion 48. 7653
DW statistic 1.7161 Durbin's h-statistic 1.4322[.152]

R R IR I o

Di agnostic Tests

R IR IR I S o O

* Test Statistics * LM Ver si on * F Version *
IR SR R I I I I I O R I I I I I O O
* A:Serial Correlation* CHSQ( 1)= . 65311[.419] *F( 1, 29)= .52110[. 476] *
* B: Functional Form *CHSQ 1)= . 85367[ . 356] *F( 1, 29)= . 68490[ . 415] *
* C:Normality * CHSQX 2)= 1.2348[.539]* Not applicable *

* D: Het eroscedasti ci t y* CHSQ( 1)= .5397E-5[.998] *F( 1, 35)= .5106E-5[.998]*
R R R SRR RS E SRS EREREEREEREEEEEEEEEEEEEEEE SRS EEEEEEEEEEEEEEEEEEE SR EEE SRR SRR

A: Lagrange nultiplier test of residual serial correlation

B: Ransey's RESET test using the square of the fitted val ues

C: Based on a test of skewness and kurtosis of residuals

D: Based on the regression of squared residuals on squared fitted val ues

** denotes coefficients that are significant at the 1% level.
* denotes coefficients that are significant at the 5% level.

Table A2. Error Correction model for LNINVRAT
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I. Error correction equationsfor the three-vector model (Model I1)

Ordi nary Least Squares Estimation

R R S R R I O S R R S S R R O
Dependent vari able i s DLNCGDP

37 observations used for estimation from 1956 to 1992

EIE IR SR S S I I R I R R S R

Regr essor Coefficient St andard Error T- Rati o[ Prob]

I NPT -.49020 . 050280 -9.7494[.000]
DLNCGDP( - 1) .11526** . 040286 2.8611[.008]
DLNCGDP( - 2) . 068692* . 039876 1.7226[.096]
DLNCGDP( - 3) . 083629* . 038689 2.1616[.039]
DCU 1.1194** . 049262 22.7234[.000]
ECMY( - 1) -.036404** . 0047038 -7.7393[.000]
ECM (-1) -.0099720* . 0039813 -2.5047[.018]
ECMS( - 1) -.0088046** . 8657E-3 -10.1710[ . 000]
LR R I R I I I I I I R I R I R I R R R R I S I R R R I I I

R- Squar ed . 97556 R- Bar - Squar ed . 96966

S. E. of Regression . 0044460 F-stat. F( 7, 29) 165.3491[.000]

Mean of Dependent Variable .0076035 S. D. of Dependent Variable . 025524

Resi dual Sum of Squares .5733E-3 Equation Log-1ikelihood 152. 3887

Akai ke Info. Criterion 144. 3887 Schwar z Bayesian Criterion 137.9450

DW statistic 1.8471

R IR I I o O R O I

Di agnostic Tests

EE R IR S o O

* Test Statistics * LM Ver si on * F Version *
IR SR R I I I I I I I R I I I
* A:Serial Correlation* CHSQ( 1)= . 11514 . 734] *F( 1, 28)= .087406[.770]*
* B: Functional Form *CHSQ 1)= .099955[. 752] *F( 1, 28)= .075847[.785]*
* C:Normality * CHSQX 2)= 2.2743[.321]* Not applicable *
* D: Het eroscedasticity* CHSQ( 1) = 1.0164[.313] *F( 1, 35)= . 98860[ . 327] *

A: Lagrange nultiplier test of residual serial correlation

B: Ransey's RESET test using the square of the fitted val ues

C: Based on a test of skewness and kurtosis of residuals

D: Based on the regression of squared residuals on squared fitted val ues

** denotes coefficients that are significant at the 1% level.
* denotes coefficients that are significant at the 5% level.

Table A3. Error Correction model for LNCGDP

33




Ordi nary Least Squares Estinmation

EIE R IR S S R I R S S
Dependent vari abl e i s DLNI NVRAT

35 observations used for estimation from 1958 to 1992

R R S R S S R S S R O R O

Regr essor Coefficient St andard Error T- Rati o[ Prob]
I NPT 1.6724 1.2993 1.2872[ . 211]
DLNCGDP( - 1) -3.7681* 1.3692 -2.7520[.012]
DLNRSHARE( - 1) -.089383** . 022561 -3.9618[.001]
DLNRSHARE( - 2) -.058181** . 018115 -3.2117[. 004]
DLNRSHARE( - 3) -.015426 . 015781 -.97747[ . 339]
DUC( - 1) .018785** . 0037647 4.9897[. 000]
DCU . 95639* . 44316 2.1581[.042]
DCU( - 1) 4.8579** 1.5040 3.2301[ . 004]
GOLD .093003** . 022010 4.2255[ . 000]
DT80 -.034440** . 0079874 -4.3118[. 000]
ECMY(-1) . 044181 . 10591 .41716][ . 681]
ECM (-1) -.49939** . 077972 -6.4046[ . 000]
ECMS( - 1) -. 0046895 . 012966 -.36169[. 721]
IR R R RS S S S S S S SRS EEEEE R RS S EEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES
R- Squar ed . 84527 R- Bar - Squar ed . 76087
S. E. of Regression . 034535 F-stat. F( 12, 22) 10. 0151[ . 000]
Mean of Dependent Variable -.0026423 S.D. of Dependent Variable . 070623
Resi dual Sum of Squares . 026239 Equati on Log-1i kel i hood 76. 2645
Akai ke Info. Criterion 63. 2645 Schwar z Bayesian Criterion 53. 1547
DW statistic 2.5443

EE R IR S o O R Rk S S

Di agnostic Tests

EE R IR S O

* Test Statistics * LM Ver si on * F Version *
EE IR R I I I I I I O I R I I I I R I O O

A: Serial Correlation* CHSQ 1)= 4,2893[.038] *F( 1, 21)= 2.9330[.102]*
* B: Functional Form *CHSQ 1) = 2.8467[.092] *F( 1, 21)= 1.8592[.187]*
* C:Normality * CHSQX 2)= . 41711 .812]* Not applicable *
* D: Het eroscedasticity* CHSQ( 1) = . 26159[ . 609] *F( 1, 33)= . 24850[ . 621] *

A: Lagrange nultiplier test of residual serial correlation

B: Ransey's RESET test using the square of the fitted val ues

C: Based on a test of skewness and kurtosis of residuals

D: Based on the regression of squared residuals on squared fitted val ues

** denotes coefficients that are significant at the 1% level.
* denotes coefficients that are significant at the 5% level.

Table A4. Error Correction model for LNINVRAT




Ordi nary Least Squares Estinmation

EIE R IR S S R I R S S
Dependent vari abl e i s DLNRSHARE

37 observations used for estimation from 1956 to 1992

R R S R S S R S S R O R O

Regr essor Coefficient St andard Error T- Rati o[ Prob]
I NPT -27.8681 16. 5501 -1.6839[.112]
DLNCGDP( - 1) . 26179 6.0157 . 043517[ . 966]
DLNCGDP( - 2) . 18181 5.5177 . 032950[ . 974]
DLNCGDP( - 3) -1.6368 5.4953 -.29786[.770]
DLNCGDP( - 4) -6.9973 5.1533 -1.3578[. 193]
DLNCGDP( - 5) 3.8770 5.4772 . 70784[ . 489]
DLNCGDP( - 6) -2.5671 5.8736 -.43706[ . 668]
DLNI NVRAT( - 1) 2.4860 2.5489 . 97531[ . 344]
DLNI NVRAT( - 2) 4.2745* 2.2902 1.8664[.080]
DLNI NVRAT( - 3) 2.8894 2. 0857 1.3854[. 185]
DLNI NVRAT( - 4) 2.9186 2.2357 1.3054[. 210]
DLNI NVRAT( - 5) 5.8604 ** 2.0763 2.8225[.012]
DLNI NVRAT( - 6) 3.2726 1.9436 1.6838[.112]
DLNI NVRAT( - 7) 1.5046 1.6517 . 91096[ . 376]
DLNI NVRAT( - 8) 2.6912 1.6360 1.6450[ . 119]
DLNRSHARE( - 1) . 54578** . 24295 2.2465[ . 039]
GOLD . 58630* . 31139 1.8829[.078]
DT80 . 25921* . 12261 2.1141[ . 051]
ECMY(-1) -1.1635 1.3477 -.86332[.401]
ECM (-1) 1.1568 . 70706 1.6360[.121]
ECMS( - 1) -.90701*** . 22963 -3.9499[. 001]
IR R R RS S S S S S S SRS EEEEE R R RS EEEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES
R- Squar ed . 70470 R- Bar - Squar ed . 33557
S. E. of Regression . 43464 F-stat. F( 20, 16) 1.9091[. 097]
Mean of Dependent Vari able . 027814 S.D. of Dependent Vari able . 53322
Resi dual Sum of Squares 3.0226 Equati on Log-1ikelihood -6.1617
Akai ke Info. Criterion -27.1617 Schwar z Bayesian Criterion -44.0763
DW statistic 1.9134 Durbin's h-statistic * NONE*

EE R SR S S Rk O

Di agnostic Tests

EE R SR S S Rk O

* Test Statistics * LM Ver si on * F Version *
EIE R R R I I I I I O R I I I I I O I O O

A: Serial Correl ati on* CHSQ 1)= .069743[.792] *F( 1, 15)= .028328[.869]*
* B:Functional Form *CHSQ  1)= .60183[.438]*F( 1, 15)= .24802[.626]*
* C:Normality * CHSQX 2)= . 80259[.669] * Not applicable *
* D:Heteroscedasticity*CHSQ  1)= .076233[.782]*F( 1, 35)= .072261[.790]*

A: Lagrange nultiplier test of residual serial correlation

B: Ransey's RESET test using the square of the fitted val ues

C: Based on a test of skewness and kurtosis of residuals

D: Based on the regression of squared residuals on squared fitted val ues

*** denotes coefficients that are significant at the 1% level.
** denotes coefficients that are significant at the 5% level.
* denotes coefficients that are significant at the 10% level.

Table A5. Error Correction model for LNRSHARE
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